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#### Abstract

In this paper, we consider the problem of estimating the spectral density of the normalized adjacency matrix of an $n$-node undirected graph. We provide a randomized algorithm that, with $O\left(n \varepsilon^{-2}\right)$ queries to a degree and neighbor oracle and in $O\left(n \varepsilon^{-3}\right)$ time, estimates the spectrum up to $\varepsilon$ accuracy in the Wasserstein-1 metric. This improves on previous state-of-the-art methods, including an $O\left(n \varepsilon^{-7}\right)$ time algorithm from [Braverman et al., STOC 2022] and, for sufficiently small $\varepsilon$, a $2^{O\left(\varepsilon^{-1}\right)}$ time method from [Cohen-Steiner et al., KDD 2018]. To achieve this result, we introduce a new notion of graph sparsification, which we call nuclear sparsification. We provide an $O\left(n \varepsilon^{-2}\right)$-query and $O\left(n \varepsilon^{-2}\right)$-time algorithm for computing $O\left(n \varepsilon^{-2}\right)$-sparse nuclear sparsifiers. We show that this bound is optimal in both its sparsity and query complexity, and we further separate our results from the related notion of additive spectral sparsification. Of independent interest, we show that our sparsification method also yields the first deterministic algorithm for spectral density estimation that scales linearly with $n$ (sublinear in the representation size of the graph).
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## 1 Introduction

We study the fundamental problem of estimating the spectrum of an (undirected) graph. This problem has received significant attention due applications in visualizing, classifying, and understanding large networks [FDBV01; EG17; CKSV18; DBB19; CTU21; BKM22]. Concretely, we consider a standard version of the problem based on the graph's normalized adjacency matrix:

Problem 1.1 (Spectral Density Estimation (SDE)). Given an undirected graph $G=(V, E, w)$ with $n$ nodes and positive edge weights $w \in \mathbb{R}_{>0}^{E}$, return eigenvalue estimates $\widehat{\lambda}_{1} \leq \cdots \leq \hat{\lambda}_{n}$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{i \in\{1, \ldots, n\}}\left|\widehat{\lambda}_{i}-\lambda_{i}\left(N_{G}\right)\right| \leq \varepsilon, \tag{1}
\end{equation*}
$$

where $\lambda_{1}\left(N_{G}\right) \leq \cdots \leq \lambda_{n}\left(N_{G}\right)$ are the eigenvalues of $G$ 's normalized adjacency matrix, $N_{G} \in \mathbb{R}^{V \times V}$. Note that (1) is equivalent to requiring that the Wasserstein- 1 distance between the uniform distribution on $\lambda_{1}, \ldots, \lambda_{n}$ and the uniform distribution on $\widehat{\lambda}_{1}, \ldots, \widehat{\lambda}_{n}$ is less than $\varepsilon$.

Outside of applications in network science, SDE has seen recent interest from the machine learning community due to its connections to learning distributions based on moment estimates [KV17; JMSS23] and learning graph structure from random walk traces [CKSV18]. The general version of the problem (involving arbitrary symmetric matrices) also has applications in deep learning [GKX19; PSG18]. Additionally, algorithms for alternative (often stronger) notations of spectral approximation, like relative-error eigenvalue histograms, or point-wise eigenvalue estimates, have been widely studied in recent literature for applications like approximating matrix norms and spectral sums [Mus+18; Bha+23; SW23; Bha+24].

Excitingly, at least for unweighted graphs, it has been shown that Problem 1.1 can be solved in time that is sublinear in the size of $G$ 's representation, which can be as large as $\Omega\left(n^{2}\right)$. Given a "neighbor" oracle that when queried with $a \in V$ and $i \in \mathbb{Z}_{>0}$ outputs the degree of $a$ and the $i$-th vertex incident to $a$ (if there is one) in $O(1)$ time, there are randomized SDE algorithms running in $2^{O\left(\varepsilon^{-1}\right)}$ [CKSV18] and $O\left(n \varepsilon^{-7}\right)$ time [BKM22]. ${ }^{1}$ Recent work also studies query complexity lower bounds in various models [JMSS23]. However, large gaps remain: The best query lower bound for neighbor oracles is just $\Omega\left(1 / \varepsilon^{2}\right)$ [JMSS23].

Our work is motivated by these advances, the general importance of sublinear-time graph algorithms [CRT05; Czu+03; CS10; ORRR12; BKM14; ERS18; MOP01], and progress on sublinear time algorithms for other spectral problems like expander testing [CS07; NS10; GR11] and spectral clustering [Glu+21; Mou21]. We ask: Is it possible to improve on existing SDE algorithms? Is possible to efficiently obtain new sparse approximations, i.e., sparsifications, of $G$ that facilitate more efficient spectral density estimation? Finally, all previous sublinear time SDE algorithms make critical use randomness. Are there sublinear time deterministic algorithms?

In this paper, we provide an affirmative answer to each of these questions. For unweighted graphs, we provide a randomized $O\left(n \varepsilon^{-3}\right)$-time algorithm for solving Problem 1.1 and a deterministic $n \cdot 2^{\tilde{O}\left(\varepsilon^{-1}\right)}$-time algorithm. This is the fastest known randomized method, improving on the $O\left(n \varepsilon^{-7}\right)$ time method from Braverman et al. [BKM22] and on the $2^{O\left(\varepsilon^{-1}\right)}$-time method from Cohen-Steiner et al. [CKSV18] for small values of $\varepsilon$. To the best of our knowledge, our deterministic method is the first to achieve a sub-quadratic dependence on the number of nodes, $n$. Moreover, we obtain an algorithm with the same complexity for weighted graphs provided that, when queried with $a \in V$

[^0]and $i \in \mathbb{Z}_{>0}$, the oracle outputs the weighted-degree of $a$, the weight of the $i$-th largest edge incident to $a$ (with ties broken arbitrarily), and the endpoint of this edge. Finally, we show that these complexities are obtainable even in a weaker random walk model for accessing $G$.

### 1.1 A Sparsification Approach to Spectral Density Estimation

Our results follow a natural two-stage approach to approximating the spectral density of graphs. First, in sublinear time, we construct a sparse matrix that approximates $N_{G} \in \mathbb{R}^{V \times V}$, the normalized adjacency matrix of $G$, and has $o\left(n^{2}\right)$ entries. Second, we apply and adapt existing spectral density esitmation methods to efficiently approximate the spectrum of the sparse approximation. This approach decouples the problem of how to approximate $N_{G}$ using a small number of queries from the computational problem of how to efficiently approximate eigenvalues.

Concretely, our approach motivates the following natural question: What notions of graph approximation (ultimately, sparsification) are sufficient for preserving the spectrum in the sense of (1) and can be obtained in sublinear time? We make progress on this problem by introducing a new notion of $\varepsilon$-additive nuclear approximation and presenting algorithms that obtain near-optimal sparsity and query complexity for producing such approximations. Formally, we define:
Definition 1.2 (Additive Nuclear Approximation and Sparsification). $M \in \mathbb{R}^{V \times V}$ is an $\varepsilon$-additive nuclear approximation to $n$-vertex graph $G=(V, E, w)$ if $\left\|N_{G}-M\right\|_{*} \leq \varepsilon n . M$ is an $\varepsilon$-additive nuclear sparsifier of $G$ if it is also $s$-sparse, i.e., has at most $s$ non-zero entries, for $s=o\left(n^{2}\right) .{ }^{2}$

In Definition 1.2, $\left\|N_{G}-M\right\|_{*}$ denotes the nuclear norm, i.e., the sum of the singular values of $N_{G}-M$. Importantly, additive nuclear approximation is sufficient for solving the SDE problem. For symmetric matrices, $A, B \in \mathbb{R}^{n \times n}$, let $W_{1}(A, B) \stackrel{\text { def }}{=} \frac{1}{n} \sum_{i=1}^{n}\left|\lambda_{i}(A)-\lambda_{i}(B)\right|$ denote Wasserstein- 1 distance between the probability distributions $p$ and $q$ induced by the real-valued eigenvalues of $A$ and of $B$. A short proof establishes (see Appendix A) that:
Fact 1.3. For symmetric matrices $A, B \in \mathbb{R}^{n \times n}$, if $\|A-B\|_{*} \leq n \varepsilon$, then $W_{1}(A, B) \leq \varepsilon .^{3}$
As a result, if $\left\|M-N_{G}\right\|_{*} \leq \varepsilon n / 2$ and we find eigenvalues $\widehat{\lambda}_{1}, \ldots, \widehat{\lambda}_{n}$ that are $\varepsilon / 2$ close in Wasserstein distance to those of $M$, then by triangle inequality, those eigenvalues solve Problem 1.1.
Our main algorithmic result is that nuclear sparsifiers with $O\left(n \varepsilon^{-2}\right)$ non-zero entries can be computed deterministically in $O\left(n \varepsilon^{-2}\right)$ time. Formally, we assume the following access to $G$ :

Definition 1.4 (Adjacency query model). We say we have adjacency query access to a weighted graph $G=(V, E, w)$ if $V$ is known and there is an $O(1)$ time procedure, $\operatorname{GetNeighbor}(a, i)$, that when queried with any $a \in V$ and $i \in \mathbb{Z}_{>0}$ outputs $\operatorname{deg}_{G}(a)$ and, if there is one, the $i$-th largest edge $\{a, b\}$ and $w_{\{a, b\}}$ (with ties broken arbitrarily). If the $a$ has $<i$ edges, the oracle returns $\emptyset$.

Adjacency queries are easily supported by standard graph data structures. For example, an adjacency list where each node's neighbors are stored in an array supports adjacency queries for unweighted graphs. To support weighted graphs, these arrays just need to be sorted by edge weight.

Within the query model established, we prove the following main result on constructing sublinear size nuclear sparsifiers in Section 2. Our method works even for weighted graphs.

[^1]Theorem 1.5 (Sublinear Time Nuclear Sparsification). There is a deterministic method (Algorithm 1) that, for any $\varepsilon \in(0,1)$, returns a $2 n \varepsilon^{-2}$-sparse $\varepsilon$-additive nuclear sparsifier for any undirected weighted graph $G$, and runs in $O\left(n \varepsilon^{-2}\right)$ time in the adjacency query model (Definition 1.4).

We obtain Theorem 1.5 using a greedy approach that deterministically adds edges from $G$ to the sparsifier based on their weight and end-point degrees. Importantly, we leverage that this approach is deterministic to obtain the first deterministic sublinear time SDE algorithms. Before discussing these SDE algorithms, in Section 1.2 we highlight that deterministic sublinear time methods like Theorem 1.5 are not possible for stronger and more well-studied notions of graph sparsification.

### 1.2 Comparison to Prior Work on Sparsification

A significant line of work studies spectral graph sparsification, which generalizes cut sparsification [BK96], and has applications in linear system solving, combinatorial graph algorithms, and beyond [ST11; SS11; BSS12; Kap+17; LS18]. Concretely, a spectral sparsifier is defined as:

Definition 1.6 (Spectral Sparsifier, [ST11]). Given $\varepsilon>0$ and a graph $G$ with (unnormalized) Laplacian matrix $L$, a symmetric matrix $\widetilde{L} \in \mathbb{R}^{n \times n}$ is an $\varepsilon$-spectral sparsifier of $L$ if, for all $x \in \mathbb{R}^{n}$, $(1-\varepsilon) x^{\top} L x \leq x^{\top} \widetilde{L} x \leq(1+\varepsilon) x^{\top} L x$.

This definition involves the Laplacian (see Section 1.6), whereas we focus on the (normalized) adjacency matrix. Nevertheless, it can be checked that the normalized adjacency spectrum of an $\varepsilon$-spectral sparsifier is $\varepsilon$-close to that of $G$ in Wasserstein distance. However, it is impossible to obtain $\varepsilon$-spectral sparsifiers using $o\left(n^{2}\right)$ adjacency queries (see Theorem 11 of [Lee13] with $\delta=1 / n$ ). This lower bound motivates us to consider notions of spectral sparsification that are weaker than Definition 1.6, but stronger than nuclear sparsification (Definition 1.2). In particular, we introduce the following notion of additive error spectral sparsification, which strictly strengthens Definition 1.2:

Definition 1.7 (Additive Spectral Sparsifier). A symmetric matrix $M \in \mathbb{R}^{V \times V}$ is an $\varepsilon$-additive spectral sparsifier of $G$ if $\left\|M-\widetilde{N}_{G}\right\|_{2} \leq \varepsilon$.

For unweighted graphs, Lee [Lee13] gives a randomized algorithm that computes an $\varepsilon$-additive spectral sparsifier with $O\left(n \varepsilon^{-2} \log n\right)$ entries in $O\left(n \varepsilon^{-3}\right)$-time in the adjacency query model. ${ }^{4}$ We show in Section 6 that an $O\left(n \varepsilon^{-2} \log n\right)$-sparse $\varepsilon$-additive spectral sparsifier can also be obtained for all weighted graphs in $O\left(n \varepsilon^{-2} \log n\right)$ time using standard random sampling methods. ${ }^{5}$ Given this result and the sublinear time randomized algorithm in Lee [Lee13], it is natural to ask whether we can obtain a deterministic algorithm for additive spectral approximation with a linear dependence on $n$, as we do for nuclear sparsification in Theorem 1.5. Interestingly, we prove that this is impossible:

Theorem 1.8. Any deterministic algorithm requires $\Omega\left(n^{2}\right)$ Adjacency Queries (Definition 1.4) to compute a $\frac{1}{4}$-additive spectral sparsifier (Definition 1.7), even for unweighted graphs.

Theorem 1.8 highlights a strong separation between our new notation of nuclear sparsification, for which we have a sublinear time deterministic algorithm, and stronger notions of sparsification.

[^2]
### 1.3 Applications to Sublinear Time Spectral Density Estimation

Our main application of our result on nuclear sparsification (Theorem 1.5) is faster deterministic and randomized sublinear time SDE algorithms for graphs. In the randomized setting, a long line of work in computational chemistry, applied math, and, recently, computer science [Ski89; SR94; WWAF06; LSY16] studies linear time methods for spectral density estimation. In Chen et al. [CTU21] and Braverman et al. [BKM22] it was proven that common randomized algorithms like the stochastic Lanczos quadrature method and moment matching can approximate the spectral density of any symmetric matrix $A$ up to $\varepsilon$-accuracy in Wasserstein distance using roughly $O\left(\varepsilon^{-1}\right)$ matrix-vector multiplications with $A .{ }^{6}$ By simply applying such methods to our nuclear norm sparsifier we obtain the following result (proven in Section 2):

Theorem 1.9 (Randomized Sublinear Time SDE). There is a randomized algorithm that, with probability 99/100, solves the SDE problem (Problem 1.1) in $O\left(n \varepsilon^{-3}\right)$ time in the adjacency query model (Definition 1.4).

Theorem 1.9 directly improves on an $O\left(n \varepsilon^{-7}\right)$ time method from Braverman et al. [BKM22], which only applied to unweighted graphs, and takes a different approach from ours. That work leverages randomized methods for approximating matrix-vector products instead of sparsification. For sufficiently small $\varepsilon$, we also improve on the $2^{O\left(\varepsilon^{-1}\right)}$ time method from Cohen-Steiner et al. [CKSV18], which has no dependence on $n .{ }^{7}$

In addition to a faster randomized algorithm, in Section 2 we show how to use our deterministic nuclear norm sparsifiers to obtain the first sublinear time deterministic SDE method for graphs:

Theorem 1.10 (Deterministic Sublinear Time SDE). There is a deterministic algorithm that solves the SDE problem (Problem 1.1) in $n \cdot 2^{O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)}$ time in the adjacency query model (Definition 1.4).

We prove Theorem 1.10 by showing that it is possible to exactly compute eigenvalue moments of the form $\operatorname{Tr}\left(M^{i}\right)$ for our particular nuclear norm sparsifier $M$. We then show that these moments can be used to obtain an $\varepsilon$-accurate approximation to the spectral density. Crucially, we leverage that fact that our nuclear norm sparsifiers are not just sparse, i.e, have a small number of non-zero entries, but that every vertex has bounded combinatorial degree, i.e., number of neighbors. Previously, the best deterministic algorithm for spectral density estimation would have been via a full eigendecomposition of $N_{G}$, which takes time $O\left(n^{\omega}\right)$.

### 1.4 Lower Bounds for Nuclear Sparsification

Given that nuclear approximation is a natural relaxation of widely studied graph sparsification notions like spectral sparsification, it is desirable to fully understand the complexity of the problem. We complement our algorithmic result from Theorem 1.5 with nearly matching sparsity and query lower bounds. First, we show that the sparsity of our sparsifiers is near-optimal:

Theorem 1.11 (Sparsity Lower Bound). For any $\varepsilon \leq \varepsilon_{0}$, where $\varepsilon_{0} \in(0,1)$ is a fixed constant, there is a graph $G$ with normalized adjacency matrix $N_{G}$, such that any matrix $M$ satisfying $\left\|N_{G}-M\right\|_{*} \leq n \varepsilon$ must have $\Omega\left(n \varepsilon^{-2} / \log ^{2} \varepsilon^{-1}\right)$ non-zero entries.

[^3]We prove Theorem 1.11 by considering the extreme case when $\varepsilon=1 / \sqrt{c n}$ for a small constant $c$. This is the smallest value of $\varepsilon$ for which Theorem 1.5 gives a non-trivial result (i.e., a matrix with less than $n^{2}$ entries). Using the probabilistic method, we show that there are $2^{O\left(n^{2}\right)}$ graphs whose adjacency matrices are all $\varepsilon$-far in the nuclear norm. A pigeonhole argument is then used to show that not all of these matrices can be well approximated by $O\left(n^{2} / \log ^{2} n\right)$-sparse matrices. We prove the result for general $\varepsilon$ via a reduction to the $\varepsilon=1 / \sqrt{c n}$ case.

We also show that any algorithm for constructing an $\varepsilon$-additive nuclear sparsifier must, in the worst case, make $\widetilde{\Omega}\left(n \varepsilon^{-2}\right)$ GetNeighbor queries, matching Theorem 1.5 up to log factors:

Theorem 1.12 (Query Lower Bound). For any $\varepsilon \leq \varepsilon_{0}$, where $\varepsilon_{0} \in(0,1)$ is a fixed constant, any algorithm working in the adjacency query model (Definition 1.4) requires $\Omega\left(n \varepsilon^{-2} \log ^{-2}\left(\varepsilon^{-1}\right)\right.$ ) GetNeighbor queries to return an $\varepsilon$-additive nuclear sparsifier with probability $3 / 4$.

Notably, Theorem 1.12 even applies to randomized algorithms. It is interesting to ask if the same query complexity is optimal for spectral density estimation itself (Problem 1.1). Currently, the best query lower bound is just $\Omega\left(1 / \varepsilon^{2}\right)$, which is due to a recent result of Jin et al. [JMSS23]. That work also proves a lower bound of $\Omega\left(\exp \left(\varepsilon^{-1}\right)\right)$ under a weaker random walk query model (see Section 1.5). However, large gaps still remain in understanding the optimal query complexity and running times for spectral density estimation. Addressing these gaps is an exciting open direction for future work.

### 1.5 Random Walk Query Model

Finally, motivated by the SDE algorithms of Braverman et al. [BKM22] and Cohen-Steiner et al. [CKSV18], we consider a weaker graph access model than the adjacency query model. Those algorithms only assume access to $G$ via random walks, i.e., that in $O(k)$ time we can sample a random walk $v_{0}, v_{1}, \ldots, v_{k}$, where $v_{0}$ is a uniformly random node in $G$ and $v_{i}$ is chosen from the neighbors of $v_{i-1}$ with probability proportional to edge weight. Interestingly, we show that it is possible to construct nuclear norm sparsifiers in an even weaker model where only one-step walks are allowed:

Definition 1.13 (One-step Random Walk Query Model). We say we have one-step random walk query access to a graph $G=(V, E, w)$ if there is an $O(1)$ time procedure, RandomNeighbor, that returns a uniformly random vertex $a \in V$ and either $\emptyset$ if $a$ has no neighbors, or an edge $\{a, b\}$ selected with probability proportional to its weight, along with the degree of $a$ and $b$.

While our algorithm discussed in Section 1.1 are not directly implementable in this more restrictive query model, in Section 6 we present an alternative, randomized algorithm that achieves identical query- and time-complexity in the model:

Theorem 1.14. There is an algorithm (Algorithm 2) that, for any $\varepsilon \in(0,1)$, returns with probability $2 / 3$ an $O\left(n \varepsilon^{-2}\right)$-sparse $\varepsilon$-additive nuclear sparsifier for any undirected weighted graph $G$ using just $O\left(n \varepsilon^{-2}\right)$ queries in the one-step random walk query model (Definition 1.13).

We also obtain an algorithm for $\varepsilon$-additive spectral sparsification in the one-step random walk query model. We obtain the following via a natural application of matrix concentration. Specifically, we directly use an algorithm and theorem from Cohen et al. [Coh+17].
Theorem 1.15. There is an algorithm (Algorithm 3) that, for any $\varepsilon \in(0,1)$, returns with probability $2 / 3$ an $O\left(n \varepsilon^{-2} \log n\right)$-sparse $\varepsilon$-additive spectral sparsifier for any undirected weighted graph $G$ using just $O\left(n \varepsilon^{-2} \log n\right)$ queries in the one-step random walk query model (Definition 1.13).

Theorem 1.15 achieves the stronger notion of $\varepsilon$-additive spectral sparsification, at the cost of an extra factor of $\log n$ in the sparsity, query complexity, and runtime as compared to Theorem 1.14. We show that this $\log n$ factor is unavoidable in the following sense:

Theorem 1.16. For a fixed constant $\varepsilon \in(0,1 / 8)$ any algorithm requires $\Omega(n \log n)$ one-step random walk model queries to output an $\varepsilon$-additive spectral sparsifier with probability $>c$.

Theorem 1.16 is proved via a coupon collector argument. Consider a graph of size $2 n$ with $n$ isolated pairs of nodes, each of which is either connected by an edge or not. To obtain a constant factor additive spectral sparsifier, we must observe one node in each pair, which takes $\Omega(n \log n)$ samples via the standard coupon collector lower bound. Note that this lower bound also applies to the stronger $k$-step random walk model studied in Braverman et al. [BKM22] and Cohen-Steiner et al. [CKSV18], since for such a graph, no additional information is gained from a longer walk.

### 1.6 Paper Organization and Notation

Paper Organization. Section 2 presents our nuclear sparsification and SDE algorithms in the adjacency query model. Section 3 and Section 4 presents our sparsity and query lower bounds for nuclear sparsification. Section 5 presents a lower bound against deterministic algorithms for $\varepsilon$-additive spectral sparsification. Section 6 covers our results in the more restrictive one-step random walk model. Some proof details are deferred to Appendix A.

Graph Notation. In this paper, we consider undirected graphs $G=(V, E, w)$ with positive edge weights $w \in \mathbb{R}^{E} . A_{G} \in \mathbb{R}_{\geq 0}^{V \times V}$ denotes the adjacency matrix of $G$, i.e., $\left[A_{G}\right]_{v, v^{\prime}} \stackrel{\text { def }}{=} w_{e}$ if $e=\left\{v, v^{\prime}\right\} \in E$ and is 0 otherwise. $\operatorname{deg}(v) \stackrel{\text { def }}{=} \sum_{e=\left\{v, v^{\prime}\right\} \in E} w_{e}$ denotes the weighted degree of vertex $v$, and $D_{G} \in \mathbb{R}_{>0}^{V \times V}$ is the diagonal degree matrix of $G$, where $D_{G v, v}:=\operatorname{deg}(v)$ for all $v \in V$. Throughout, we let $N_{G} \stackrel{\text { def }}{=} D_{G}^{-1 / 2} A_{G} D_{G}^{-1 / 2}$ denote the normalized adjacency matrix of $G$.

Vectors and Matrix Notation. For positive integers $n$, we let $[n] \stackrel{\text { def }}{=}\{1, \ldots, n\}$. For a vector $v \in \mathbb{R}^{n},\|v\| \stackrel{\text { def }}{=} \sqrt{\sum_{i \in[n]} v_{i}^{2}}$ denotes the Euclidean norm. For a matrix $A \in \mathbb{R}^{n \times n}$, the spectral norm is defined as $\|A\|_{2} \stackrel{\text { def }}{=} \max _{v: v \in \mathbb{R}^{n}}\|A v\| /\|v\|$, which equals $\max _{i}\left|\lambda_{i}(A)\right|$ when $A$ is symmetric. For symmetric $A$, the nuclear norm is equal to $\|A\|_{*} \stackrel{\text { def }}{=} \sum_{i=1}^{n}\left|\lambda_{i}(A)\right|$ and the Frobenius norm is $\|A\|_{\mathrm{F}} \stackrel{\text { def }}{=} \sqrt{\sum_{i, j} A(i, j)^{2}}$. We also define the matrix inner-product as $\langle A, X\rangle \stackrel{\text { def }}{=} \sum_{i, j} A(i, j) X(i, j)$ for any matrices $A, X \in \mathbb{R}^{m \times n}$. We use Loewner order notation $A \succcurlyeq 0$ or $0 \preccurlyeq A$ to denote that a symmetric $A$ is positive semidefinite (PSD), i.e., that $A$ has non-negative eigenvalues. $A \succcurlyeq B$ indicates that $A-B$ is PSD.

## 2 Additive Nuclear Sparsifiers

In this section, we present our main algorithm (Algorithm 1) for constructing $O\left(n \varepsilon^{-2}\right)$-sparse $\varepsilon$-additive nuclear norm sparsifiers (Theorem 1.5). We first prove a structural result, which suggests a natural greedy sparsification procedure. Specifically, we show that the normalized adjacency matrix can be sparsified by eliminating any edge with small weight compared to the degree of its endpoints.

Theorem 2.1. Let $G=(V, E, w)$ be a weighted graph with adjacency matrix $A_{G} \in \mathbb{R}^{n \times n}$, degree matrix $D_{G}$, and normalized adjacency matrix $N_{G}$. For $\varepsilon \in(0,1)$ define $E^{\prime} \subseteq E$ as:

$$
E^{\prime} \stackrel{\text { def }}{=}\left\{e=\left\{v, v^{\prime}\right\} \in E \left\lvert\, w_{e} \geq \frac{\varepsilon^{2}}{2} \cdot \max \left\{\operatorname{deg}(v), \operatorname{deg}\left(v^{\prime}\right)\right\}\right.\right\} .
$$

Let $G^{\prime}$ be obtained by removing all edges from $G$ that are not in $E^{\prime}$, and let $A_{G^{\prime}} \in \mathbb{R}^{n \times n}$ denote the adjacency matrix of $G^{\prime}$. Let $\widetilde{N} \stackrel{\text { def }}{=} D_{G}^{-1 / 2} A_{G^{\prime}} D_{G}^{-1 / 2}$. Then $\left\|N_{G}-\widetilde{N}\right\|_{*} \leq \varepsilon n$. Moreover, $\widetilde{N}$ has at most $2 \varepsilon^{-2}$ non-zeros in each row (resp. column) and $\|\tilde{N}\|_{2} \leq 1$.

Proof. Let $D_{G^{\prime}}$ denote the degree matrix of $A_{G^{\prime}}$. Since $D_{G^{\prime}}$ is entrywise smaller than $D_{G}$, and since $D_{G^{\prime}}-A_{G^{\prime}}$ is a graph Laplacian and thus positive semidefinite, we have the relationship:

$$
-D_{G} \preccurlyeq-D_{G^{\prime}} \preccurlyeq A_{G^{\prime}} \preccurlyeq D_{G^{\prime}} \preccurlyeq D_{G} .
$$

Our claim that $\|\tilde{N}\|_{2} \leq 1$ then follows by multiplying by $D_{G}^{-1 / 2}$ on the left and right:

$$
-I=-D_{G}^{-1 / 2} D_{G} D_{G}^{-1 / 2} \preccurlyeq D_{G}^{-1 / 2} A_{G^{\prime}} D_{G}^{-1 / 2}=\tilde{N} \preccurlyeq D_{G}^{-1 / 2} D_{G} D_{G}^{-1 / 2}=I .
$$

Next, observe that for each $v \in V$ there are at most $2 \varepsilon^{-2}$ nodes $v^{\prime}$ for which $w_{\left\{v, v^{\prime}\right\}} \geq \frac{\varepsilon^{2}}{2} \operatorname{deg}(v)$. Only edges for which $w_{\left\{v, v^{\prime}\right\}} \geq \frac{\varepsilon^{2}}{2} \operatorname{deg}(v)$ are contained in $E$. Consequently, $A_{G^{\prime}}$ and $\widetilde{N}$ have at most $2 \varepsilon^{-2}$ non-zeros per row/column, as claimed

Finally, we bound the error in the nuclear norm by first bounding the Frobenius norm error. Without loss of generality, assume that $V=\{1, \ldots, n\}$ and the vertices are ordered such that $\operatorname{deg}(i) \geq \operatorname{deg}(j)$ for $i<j$.

$$
\begin{aligned}
\left\|N_{G}-\tilde{N}\right\|_{F}^{2}=2 \sum_{\{i, j\} \in E \backslash E^{\prime}}\left(\frac{w_{\{i, j\}}}{\sqrt{\operatorname{deg}(i) \operatorname{deg}(j)}}\right)^{2} & =2 \sum_{i} \sum_{j:\{i, j\} \in E \backslash E^{\prime}, j<i} \frac{w_{\{i, j\}}^{2}}{\operatorname{deg}(i) \operatorname{deg}(j)} \\
& \leq 2 \sum_{i} \sum_{j:\{i, j\} \in E \backslash E^{\prime}, j<i} \frac{w_{\{i, j\}}}{\operatorname{deg}(i)} \frac{\varepsilon^{2}}{2} \\
& =\varepsilon^{2} \sum_{i} \frac{1}{\operatorname{deg}(i)} \sum_{j:\{i, j\} \in E \backslash E^{\prime}, j<i} w_{\{i, j\}} \leq \varepsilon^{2} n .
\end{aligned}
$$

Since $\|A\|_{*} \leq \sqrt{n}\|A\|_{\text {F }}$ for any matrix $A$ (Fact A.1), we conclude that $\left\|N_{G}-\tilde{N}\right\|_{*} \leq \varepsilon n$, as desired.

Next, we show that Theorem 2.1 yields an efficient nuclear norm sparsification algorithm (Algorithm 1), whose analysis yields our first main result, Theorem 1.5.

Proof of Theorem 1.5. We first claim that Algorithm 1 returns exactly the matrix $\tilde{N}$ described in Theorem 2.1. In particular, it suffices to show that the while loop is executed for all $\left\{v, v^{\prime}\right\} \in E^{\prime}$, where $E^{\prime}$ is as in Theorem 2.1. To see why this is the case, observe that, because edges are processed in decreasing order of weight, when executing the for loop for vertex $v$, the inner while loop certainly gets executed for all $\left\{v, v^{\prime}\right\}$ such that $w_{\left\{v, v^{\prime}\right\}} \geq \frac{\varepsilon^{2}}{2} \operatorname{deg}(v)$. Because max $\left\{\operatorname{deg}\left(v^{\prime}\right), \operatorname{deg}(v)\right\} \geq \operatorname{deg}(v)$, the loop executes for a superset of the edges in $E^{\prime}$ that have $v$ as an endpoint.

```
Algorithm 1: Additive nuclear norm approximation
    Input: Graph \(G=(V, E, w)\) supporting GetNeighbor queries as in Definition 1.4, accuracy
                \(\varepsilon\).
    Output: Nuclear norm sparsified \(\widetilde{N}\) for \(G\).
    Initialize \(\tilde{N}=0, c=1\)
    for \(v \in V\) do
        \(v^{\prime} \leftarrow \operatorname{GetNeighbor}(v, c)\)
        while \(v^{\prime} \neq \emptyset\) and \(w_{\left\{v, v^{\prime}\right\}} \geq \frac{\varepsilon^{2}}{2} \operatorname{deg}(v)\) do
            if \(w_{\left\{v, v^{\prime}\right\}} \geq \frac{\varepsilon^{2}}{2} \operatorname{deg}\left(v^{\prime}\right)\) then
                    Set \(\tilde{N}\left(v, v^{\prime}\right)=\widetilde{N}\left(v^{\prime}, v\right)=w_{\left\{v, v^{\prime}\right\}} /\left(\sqrt{\operatorname{deg}(v) \operatorname{deg}\left(v^{\prime}\right)}\right)\)
            \(c \leftarrow c+1, v^{\prime} \leftarrow \operatorname{GetNeighbor}(v, c)\)
    Return: \(\widetilde{N}\)
```

Next, we bound the complexity. Every execution of the while loop run in $O(1)$ time because it requires just two GetNeighbor queries: one involving $v$, and a second to obtain the degree of $v^{\prime}$. Since there are at most $2 \varepsilon^{-2}$ edges connected to $v$ with weight $\geq \frac{\varepsilon^{2}}{2} \operatorname{deg}(v)$, the loop executes at most $O\left(\varepsilon^{-2}\right)$ time per vertex in the graph. We conclude a total runtime of $O\left(n \varepsilon^{-2}\right)$, as desired.

Note that the nuclear sparsifier $\tilde{N}$ returned by Algorithm 1 is not guaranteed to be the normalized adjacency matrix of any undirected graph. As access to a graphical sparsifier may be desirable, we show how to modify the procedure above to obtain a graphical nuclear sparsifier in Lemma A.2.

### 2.1 Applications to Spectral Density Estimation

An important application of our nuclear norm approximation method from Algorithm 1 is to develop faster algorithms for graph spectral density estimation. In particular, from Fact 1.3, if we compute $\widetilde{N}$ such that $\|N-\widetilde{N}\|_{*} \leq \frac{\varepsilon}{2} n$, then computing an $\frac{\varepsilon}{2}$ accurate SDE for $\widetilde{N}$ immediately yields an $\varepsilon$ accurate SDE for $N_{G}$. If we compute the SDE for $\widetilde{N}$ using the existing linear time method from Braverman et al. [BKM22], which runs in roughly $O\left(\operatorname{nnz}(\tilde{N}) \varepsilon^{-1}\right)$ time, then we immediately obtain our Theorem 1.9, i.e., that there is an $O\left(n \varepsilon^{-3}\right)$ time randomized algorithm for approximating the spectral density of any weighted graph $G$.

Theorem 1.9 (Randomized Sublinear Time SDE). There is a randomized algorithm that, with probability 99/100, solves the SDE problem (Problem 1.1) in $O\left(n \varepsilon^{-3}\right)$ time in the adjacency query model (Definition 1.4).

Proof. Theorem 1.4 in Braverman et al. [BKM22] combined with the discretization procedure described in the appendix of that paper yields an algorithm that solves Problem 1.1 for any matrix $M$. The method succeeds with probability 0.99 and runs in time $O\left(\operatorname{nnz}(M) \varepsilon^{-1} \cdot\left(1+\varepsilon^{-2} n^{-2} \log ^{3}(1 / \varepsilon)\right)\right.$. Suppose that $n \geq \varepsilon^{-2} \log ^{3}(1 / \varepsilon)$ so that $\varepsilon^{-2} n^{-2} \log ^{3}(1 / \varepsilon) \leq 1$. For such values of $n$, we obtain Theorem 1.9 by simply computing an $\frac{\varepsilon}{2}$-additive nuclear sparsifier $\widetilde{N}$ for $N_{G}$ using Theorem 1.5 in $O\left(n \varepsilon^{-2}\right)$ time, then running the method of Braverman et al. [BKM22] with error $\frac{\varepsilon}{2}$ on $\widetilde{N}$. By Fact 1.3 and triangle inequality, the eigenvalues returned are guaranteed to approximate those of $N_{G}$ to error at most $\frac{\varepsilon}{2}+\frac{\varepsilon}{2}$ in Wasserstein distance. Moreover, since $\tilde{N}$ is guaranteed to have at most $O\left(n \varepsilon^{-2}\right)$ entries, the total runtime in $O\left(n \varepsilon^{-3}\right)$ as required.

Alternatively, suppose that that $n<\varepsilon^{-2} \log ^{3}(1 / \varepsilon)$. In this case, we can simply use a direct eigendecomposition method to compute the eigenvalues of $N_{G}$. Doing so takes $\tilde{O}\left(n^{\omega}\right) \leq O\left(n^{2.372}\right)$ [BGKS20], where $\omega$ is current exponent of fast matrix multiplication [DWZ23]. We have that $\tilde{O}\left(n^{\omega}\right) \leq O\left(n \varepsilon^{-2 \cdot 1.372}\right) \leq O\left(n \varepsilon^{-3}\right)$, which yields the theorem.

We can also use Algorithm 1 to obtain the first deterministic sublinear time method for spectral density estimation. In particular, we claim:

Theorem 1.10 (Deterministic Sublinear Time SDE). There is a deterministic algorithm that solves the SDE problem (Problem 1.1) in $n \cdot 2^{O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)}$ time in the adjacency query model (Definition 1.4).

Proof. We prove this result by again appealing to a prior method from Braverman et al. [BKM22]. Like the algorithm in Cohen-Steiner et al. [CKSV18], the main algorithm in Braverman et al. [BKM22] is based on moment matching. In particular, it was shown by Braverman et al. [BKM22] that if two distributions $p, q$ have the same first $\frac{c}{\varepsilon}$ (uncentered) moments for a fixed constant $c$, then $W_{1}(p, q) \leq \varepsilon .^{8}$ So, given moments of an unknown distribution $p$, we can find a distribution approximating $p$ in Wasserstein distance by simply returning any distribution that (approximately) matches those moments. Braverman et al. [BKM22] shows (in their Lemma 3.4) that such a distribution can be found in poly $(1 / \varepsilon)$ time using their Algorithm 1. Furthermore, by their Theorem B.1, this distribution can be converted to a uniform distribution over a set of $n$ approximate eigenvalues in $O(n+1 / \varepsilon)$ time.

So, to prove Theorem 1.10, it suffices to show that we can compute the first $\frac{c}{2 \varepsilon}$ moments of the eigenvalues of $\tilde{N}$ in $n \cdot 2^{O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)}$ time, where $\tilde{N}$ is the result of Algorithm 1 run on $N_{G}$ with accuracy parameter $\frac{\varepsilon}{2}$. Doing so would allow us to compute an $\frac{\varepsilon}{2}$-approximate SDE for $\widetilde{N}$ using the moment matching method of Braverman et al. [BKM22], which by triangle inequality, would be an $\varepsilon$-approximate SDE (in Wasserstein distance) for the eigenvalue distribution of $N_{G}$.
To see why this is possible, observe that the $j^{\text {th }}$ moment of $\tilde{N}$ 's eigenvalue distribution equals: $\frac{1}{n} \sum_{i=1}^{n} \tilde{\lambda}_{i}^{j}=\operatorname{Tr}\left(\widetilde{N}^{j}\right)$, where $\tilde{\lambda}_{1}, \ldots, \tilde{\lambda}_{n}$ are $\widetilde{N}^{\prime}$ s eigenvalues. As $\widetilde{N}$ is symmetric with at most $8 \varepsilon^{-2}$ non-zeros per row/column (guaranteed by Theorem 2.1), for any positive integer $k, \widetilde{N}^{k}$ has at most $\left(8 \varepsilon^{-2}\right)^{k}$ non-zeros per row/column. Thus, given $\widetilde{N}^{k}$, the matrix $\widetilde{N}^{k+1}=\widetilde{N}^{k} \widetilde{N}$ can be computed in $n\left(8 \varepsilon^{-2}\right)^{k+1}=n \cdot 2^{O\left(k \log \frac{1}{\varepsilon}\right)}$ time. So, we conclude that $\widetilde{N}^{2}, \widetilde{N}^{3}, \ldots, \widetilde{N}^{j}$ can be computed (and traces evaluated exactly) in $n \cdot 2^{O\left(j \log \frac{1}{\varepsilon}\right)}$ time. As we need $j=O(1 / \varepsilon)$ moments (i.e., traces) to obtain an $\frac{\varepsilon}{2}$ accurate SDE for $\widetilde{N}$, the claimed runtime of $n \cdot 2^{O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)}$ follows.

## 3 Lower Bounds for Nuclear Sparsification

In this section, we show that our sparsification result of Theorem 1.5 is tight in terms of sparsity. In particular, we prove the sparsity lower bound of Theorem 1.11.

### 3.1 Sparsity Lower Bound

We start by considering the case when $\varepsilon \approx 1 / \sqrt{n}$. We prove that, in this regime, a random Erdős-Rényi graph is unsparsifiable. I.e., a nuclear norm approximation requires $\Omega\left(n^{2}\right)$ entries with high probability. This shows that the dependence of $\varepsilon^{-2}$ in Theorem 1.5 cannot be improve for all

[^4]values of $\varepsilon$. We then extend the lower bound to show tightness for larger values of $\varepsilon$ via a repetition argument.

The lower bound for the case when $\varepsilon \approx 1 / \sqrt{n}$ proceeds via a counting argument. We first show that all normalized adjacency matrices in a sample of roughly $2^{O\left(n^{2}\right)}$ independent random graphs are far in nuclear norm. Approximating this sample thus requires a large number of different sparsifiers. If we restrict to $s=o\left(n^{2}\right)$-sparse matrices, there would simply not be enough to approximate all graphs in our sample. Indeed, there are only roughly $2^{s}$ matrices with sparsity $s$ that are sufficiently far in nuclear norm, so less than the required $2^{O\left(n^{2}\right)}$. We leverage the following (simplified) matrix concentration result to show that two Erdős-Rényi random graphs tend to be far apart in nuclear norm.

Fact 3.1 ([GZ00], Theorem 1.1 with $f(x)=|x|)$. Let $C \in \mathbb{R}^{n \times n}$ be a fixed symmetric matrix, whose entries are uniformly bounded by 1 . Let $X \in \mathbb{R}^{n \times n}$ be a random symmetric matrix with $X_{i j}=C_{i j} \omega_{i j}$, where $\omega_{i j}=\omega_{j i}$, and $\left\{\omega_{i j}, 1 \leq i \leq j \leq n\right\}$ are independent random variables supported on $[-1,1]$. Then, for any $\delta>16 \sqrt{\pi} / n$,

$$
\mathbb{P}\left\{\left|\|X\|_{*}-\mathbb{E}\left[\|X\|_{*}\right]\right| \geq n^{1.5} \delta\right\} \leq 4 \cdot \exp \left\{-\frac{n^{2}(\delta-16 \sqrt{\pi} / n)^{2}}{64}\right\}
$$

To apply Fact 3.1, we first bound the expected value of the nuclear norm distance between two Erdős-Rényi $G(n, 1 / 2)$ random graphs:
Lemma 3.2. For $n \geq 10$, consider a symmetric random matrix $X \in\{-1,0,1\}^{n \times n}$ with zeros on the diagonal, $X_{j i}=X_{i j}$, and

$$
X_{i j} \stackrel{i . i . d .}{\sim} \begin{cases}-1, & \text { with probability } 1 / 4  \tag{2}\\ 0, & \text { with probability } 1 / 2, \quad \text { for } i>j . \\ 1, & \text { with probability } 1 / 4\end{cases}
$$

Then, $n^{1.5} / 100 \leq \mathbb{E}\|X\|_{*} \leq n^{1.5}$.
Proof. From Corollary 3.9 of Bandeira and Handel [BH16], we know that $\mathbb{P}\left\{\|X\|_{2}>5 \sqrt{n}\right\} \leq$ $\exp (-n / 4)$. Moreover, by Chernoff bound, we get that $\mathbb{P}\left\{\|X\|_{\mathrm{F}}^{2} \leq n^{2} / 9\right\} \leq \exp \left(-n^{2} / 32\right)$. Conditioning on these two events, we see that, for $n \geq 10$, with probability $1-\exp (-n / 5)$,

$$
n^{2} / 9 \leq\|X\|_{F}^{2} \leq\|X\|_{2}\|X\|_{*} \leq 5 \sqrt{n}\|X\|_{*} .
$$

So, $\|X\|_{*} \geq n^{1.5} / 45$ and $\mathbb{E}\|X\|_{*} \geq(1-\exp (-n / 5)) \cdot n^{1.5} / 45 \geq n^{1.5} / 100$. Moreover, we have that $\|X\|_{*} \leq \sqrt{n}\|X\|_{\mathrm{F}} \leq n^{1.5}$, where the last step follows because $X$ is a $\{-1,0,1\}$ matrix,

In the following theorem, we consider the case of $\varepsilon \approx 1 / \sqrt{n}$ and show that the (unnormalized) adjacency matrix of an Erdős-Rényi graph cannot be approximated well in the nuclear norm by sparse matrices. We state the theorem for the unnormalized adjacency matrix as it serves as a building block for a larger regime of $\varepsilon$, proved in Theorem 1.11 (which is stated for normalized adjacency matrix).

Theorem 3.3. Let $A$ denote the adjacency matrix of an Erdös-Rényi random graph $G(n, 1 / 2)$, for $n \geq 3000$. With probability greater than $5 / 8$, there is no matrix $B^{\prime}$ with $\mathrm{nnz}\left(B^{\prime}\right) \leq n^{2} /\left(16 \cdot 10^{6} \cdot \log ^{2} n\right)$ such that $\left\|A-B^{\prime}\right\|_{*} \leq n^{1.5} / 500$.

Proof. Let $A_{1}$ and $A_{2}$ be drawn from $G(n, 1 / 2)$. Then $A_{1}-A_{2}$ follows the distribution of the matrix $X$ in Lemma 3.2. Therefore, we have that $\mathbb{E}\left\|A_{1}-A_{2}\right\|_{*} \geq n^{1.5} / 100$. From Fact 3.1, we get that

$$
\mathbb{P}\left\{\left|\left|\left|A_{1}-A_{2}\left\|_{*}-\mathbb{E}\right\| A_{1}-A_{2} \|_{*}\right| \geq \delta n^{1.5}\right\} \leq 4 \exp \left(\frac{-n^{2}(\delta-30 / n)^{2}}{64}\right)\right.\right.
$$

Using the fact that $n^{1.5} / 100 \leq \mathbb{E}\left\|A_{1}-A_{2}\right\|_{*} \leq n^{1.5}$ from Lemma 3.2 and choosing $\delta=1 / 200$ in the above bound, we get that for $n \geq 3000$,

$$
\mathbb{P}\left\{\left\|A_{1}-A_{2}\right\|_{*} \leq \frac{n^{1.5}}{200}\right\} \leq 4 \exp \left(\frac{-n^{2}}{4 \cdot 10^{6}}\right)
$$

Let $A_{1}, \ldots, A_{m}$ be the adjacency matrices of $m$ independent $G(n, 1 / 2)$ graphs. By union bound, $\mathbb{P}\left\{\exists i \neq j:\left\|A_{i}-A_{j}\right\|_{*} \leq \frac{n^{1.5}}{200}\right\} \leq 4\binom{m}{2} \cdot \exp \left(\frac{-n^{2}}{4 \cdot 10^{6}}\right)$. Setting $m=\exp \left(n^{2} /\left(16 \cdot 10^{6}\right)\right)$, we get from the above equation that

$$
\mathbb{P}\left\{\exists i \neq j:\left\|A_{i}-A_{j}\right\|_{*} \leq \frac{n^{1.5}}{200}\right\} \leq 2 \exp \left(\frac{-n^{2}}{8 \cdot 10^{6}}\right) .
$$

The above equation implies that $m=e^{\Omega\left(n^{2}\right)}$ random $G(n, 1 / 2)$ graphs will have adjacency matrices that are all more than $n^{1.5} / 200$ apart in nuclear norm from each other. Let $\mathcal{A}$ denote the set of matrices $A_{1}, \ldots, A_{m}$.
Let $\mathcal{S}$ denote the set of all $n \times n$ "discretized-sparse" matrices with the following properties: For any $B \in \mathcal{S}, \mathrm{nnz}(B) \leq n^{2} /\left(16 \cdot 10^{6} \cdot \log ^{2} n\right)$ and $\forall i, j \in[n], B_{i j} \in\left\{-n^{2},-\left(n^{2}-\varepsilon\right), \ldots,\left(n^{2}-\varepsilon\right), n^{2}\right\}$. Let $c=16 \cdot 10^{6}$, and $\varepsilon=2 /\left(n^{2}\right)$. Bounding the size of $\mathcal{S}$, we get

$$
\begin{aligned}
|\mathcal{S}| & \leq\binom{ n^{2}}{\frac{n^{2}}{c \log ^{2} n}} \cdot\left(\frac{2 n^{2}}{\varepsilon}\right)^{\left(\frac{n^{2}}{c \log ^{2} n}\right)} \leq\left(c e \log ^{2} n\right)\left(\frac{n^{2}}{c \log ^{2} n}\right) \cdot n\left(\frac{4 n^{2}}{c \log ^{2} n}\right) \\
& =\exp \left(\frac{n^{2} \log c}{c \log ^{2} n}+\frac{n^{2}}{c \log ^{2} n}+\frac{2 n^{2} \log \log n}{c \log ^{2} n}+\frac{4 n^{2} \log n}{c \log ^{2} n}\right) \leq \exp \left(\frac{7 n^{2}}{c \log n}\right) .
\end{aligned}
$$

Therefore, for any sparse matrix $B^{\prime}$ with $n n z\left(B^{\prime}\right) \leq n^{2} /\left(c \log ^{2} n\right)$, and $\left|B_{i j}^{\prime}\right| \leq n^{2}$, we get by the relation between Frobenius norm and nuclear norm (Fact A.1), and the choice of $\varepsilon=2 / n^{2}$, that there exists a matrix $B \in \mathcal{S}$ such that $\left\|B-B^{\prime}\right\|_{*} \leq 2 / \sqrt{n}$. We note that it suffices to consider $\left|B_{i j}^{\prime}\right| \leq n^{2}$, else $B^{\prime}$ would not be able to approximate any matrix in $\mathcal{A}$ in nuclear norm due to Fact A.1. Next, we will show that any sparse matrix $B^{\prime}$ cannot be a good approximation (in the sense of the statement of the theorem) to most matrices in $\mathcal{A}$.
Recall that $m=\exp \left(n^{2} / c\right)$ and size of set $|\mathcal{S}| \leq \exp \left(\frac{7 n^{2}}{c \log n}\right)$. By counting argument, there are at least $m-|\mathcal{S}|$ random Erdős-Rényi graph adjacency matrices for which no matrix in $\mathcal{S}$ is a good approximation. Formally, since $|\mathcal{A}|=m$, there exists $m-|\mathcal{S}|$ random Erdős-Rényi graph adjacency matrices $A_{i_{1}}, \ldots, A_{i_{m-|\mathcal{S}|}} \in \mathcal{A}$ such that for any $B \in \mathcal{S}, t \in[m-|\mathcal{S}|],\left\|A_{i_{t}}-B\right\|_{*} \geq n^{1.5} / 400$, where the last inequality follows from triangle inequality.
For $n \geq 3000, m-|\mathcal{S}|>(3 / 4) \cdot \exp \left(n^{2} / c\right)$. Therefore, by triangle inequality, there exists more than $(3 / 4) \cdot \exp \left(n^{2} / c\right)$ random Erdős-Rényi matrices in $\mathcal{A}$ with nuclear norm greater than $n^{1.5} / 400$ that cannot be approximated by any sparse matrix $B^{\prime}$ with $n n z\left(B^{\prime}\right) \leq n^{2} /\left(c \log ^{2} n\right)$, i.e., for $t \in[m-|\mathcal{S}|]$, $\left\|A_{i_{t}}-B^{\prime}\right\|_{*} \geq n^{1.5} / 400-2 / \sqrt{n}>n^{1.5} / 500$, for any matrix $B^{\prime}$ with $n n z\left(B^{\prime}\right) \leq n^{2} /\left(c \log ^{2} n\right)$.

Our lower bound construction follows from considering $n / b$ such $b$-by- $b$ dimensional matrices $A$ satisfying the properties in Theorem 3.3, and tiling them up into a block-diagonal matrix. Next we show a general statement on the lower bound of the nuclear norm tiled "unsparsifiable" matrices.

Proposition 3.4. Let $n, k, b \in \mathbb{Z}_{\geq 0}$ be such that $k=\lfloor n / b\rfloor \geq 1$. Let $E \in \mathbb{R}^{n \times n}$ be a block diagonal matrix $E=\operatorname{diag}\left(E_{1}, E_{2}, \ldots, E_{k}, I_{(n-k b)}\right)$, where $E_{1}, \ldots, E_{k} \in \mathbb{R}^{b \times b}$ and $I_{(n-k b)}$ is an identity matrix of size $(n-k b)$. Let $E_{i}$, for each $i \in[k]$, be such that for any sparse matrix $B^{\prime}$ with $\mathrm{nnz}\left(B^{\prime}\right) \leq$ $\left(c^{\prime} b^{2} / \log ^{2} b\right),\left\|E_{i}-B^{\prime}\right\|_{*} \geq c^{\prime \prime} b^{1.5}$. Then, for any matrix $B$ with $\mathrm{nnz}(B) \leq(k / 2) \cdot\left(c^{\prime} b^{2} / \log ^{2} b\right)$, we have that $\|E-B\|_{*} \geq c^{\prime \prime} n \sqrt{b} / 4$.

Proof. Let $B$ be any $n \times n$ matrix with the sparsity condition: $n n z(B) \leq(k / 2) \cdot\left(c^{\prime} b^{2} / \log ^{2} b\right)$. For $i \in[k]$, define $B_{i}$ as the submatrix of $B$ with entries corresponding to $E_{i}$. Let $\mathcal{I} \stackrel{\text { def }}{=}\{i \in[k]$ : $\left.\mathrm{nnz}\left(B_{i}\right) \leq c^{\prime} b^{2} / \log ^{2} b\right\}$ be the index set for "not too dense" blocks $B_{i}$. We have that $|\mathcal{I}| \geq\lfloor k / 2\rfloor$. This is because if $|\mathcal{I}|<\lfloor k / 2\rfloor$, then $\mathrm{nnz}(B) \geq \sum_{i \in[k] \backslash \mathcal{I}} \mathrm{nnz}\left(B_{i}\right)>(k / 2) \cdot\left(c^{\prime} b^{2} / \log ^{2} b\right)$, leading to a contradiction.

By the assumption on $E_{1}, \ldots, E_{k}$, we get that for each $i \in \mathcal{I}$, by the dual-norm formulation of the nuclear norm (Fact A.1), $\exists X_{i}$ with $\left\|X_{i}\right\|_{2} \leq 1$, and $\left\|E_{i}-B_{i}\right\|_{*}=\left\langle E_{i}-B_{i}, X_{i}\right\rangle \geq c^{\prime \prime} b^{1.5}$.

Let $\widetilde{X} \in \mathbb{R}^{n \times n}$ be a block diagonal matrix $\widetilde{X}=\operatorname{diag}\left(\widetilde{X}_{1}, \ldots \widetilde{X}_{k}, \mathbf{0}_{(n-k b)}\right)$, where $\widetilde{X}_{i}($ for $i \in[k])$ is a matrix of size $b \times b$, and $\mathbf{0}_{(n-k b)}$ is the all-zeros matrix of size $(n-k b) \times(n-k b)$. For all $i \in \mathcal{I}$, we set $\widetilde{X}_{i}=X_{i}$, and for all $i \notin \mathcal{I}$, we set $\widetilde{X}_{i}=\mathbf{0}_{b \times b}$. By construction, we have that $\|\tilde{X}\|_{2} \leq 1$, and by the dual formulation of nuclear norm (Fact A.1), we get that

$$
\|E-B\|_{*} \geq\langle E-B, \tilde{X}\rangle \geq \sum_{i \in \mathcal{I}}\left\langle E_{i}-B_{i}, X_{i}\right\rangle \geq c^{\prime \prime} b^{1.5}\lfloor k / 2\rfloor \geq c^{\prime \prime} b^{1.5} \frac{n}{(4 b)}=\frac{c^{\prime \prime} n \sqrt{b}}{4} .
$$

Using Proposition 3.4, we get the following lower bound on the sparsifiability of normalized adjacency matrices in the nuclear norm by setting $b=O\left(1 / \varepsilon^{2}\right)$ and noting that (from Theorem 3.3) Erdős-Rényi random graphs satisfy the properties of the matrices $E_{1}, \ldots E_{k}$ in Proposition 3.4.

Theorem 1.11 (Sparsity Lower Bound). For any $\varepsilon \leq \varepsilon_{0}$, where $\varepsilon_{0} \in(0,1)$ is a fixed constant, there is a graph $G$ with normalized adjacency matrix $N_{G}$, such that any matrix $M$ satisfying $\left\|N_{G}-M\right\|_{*} \leq n \varepsilon$ must have $\Omega\left(n \varepsilon^{-2} / \log ^{2} \varepsilon^{-1}\right)$ non-zero entries.

Proof. The theorem follows from Proposition 3.4. Let $G_{1}, \ldots, G_{k}$ denote the "unsparsifiable" Erdős Rényi random graphs of size $b \geq 3000$ from Theorem 3.3. Let $A_{1}, \ldots, A_{k}$ denote the adjacency matrix of $G_{1}, \ldots, G_{k}$ respectively. We define the graph $G$ to be a graph of size $n$ which is a disjoint union of $G_{1}, \ldots, G_{k}$ and $(n-k b)$ disjoint vertices with a self-loop, where $k=\lfloor n / b\rfloor \geq 1$. Let $A_{G}$ denote the adjacency matrix of $G$. We get that $A_{G}=\operatorname{diag}\left(A_{1}, A_{2}, \ldots, A_{k}, I_{(n-k b)}\right)$, where $I_{(n-k b)}$ is an identity matrix of size $(n-k b)$. Note that the matrix $A$ satisfies the conditions of the matrix $E$ from Proposition 3.4, with $E_{i}=A_{i}, i \in[k]$. This is true because Theorem 3.3 guarantees that, for each $i \in[k]$, any matrix $B^{\prime}$ with $\mathrm{nnz}\left(B^{\prime}\right) \leq c^{\prime} b^{2} / \log ^{2} b,\left\|A_{i}-B^{\prime}\right\|_{*} \geq c^{\prime \prime} b^{1.5}$, where $c^{\prime}=1 /\left(16 \cdot 10^{6}\right)$ and $c^{\prime \prime}=1 / 500$.

From Proposition 3.4 and the dual norm characterization of the nuclear norm, we get that for any
matrix $B$ with $\mathrm{nnz}(B) \leq \frac{n}{2 b}\left(c^{\prime} b^{2} / \log ^{2} b\right)$, there exists a matrix $\tilde{X}$ with $\|\tilde{X}\|_{2} \leq 1$ such that

$$
\left\|A_{G}-B\right\|_{*}=\left\langle A_{G}-B, \tilde{X}\right\rangle \geq \frac{c^{\prime \prime} n \sqrt{b}}{4}
$$

Since the graphs $G_{1}, \ldots, G_{k}$ are Erdős-Rényi random graphs of size $b$, the degree matrix $D_{G}$ of graph $G$ satisfies $D_{G} \preccurlyeq \operatorname{diag}(b \cdot \mathbf{I}, \cdots, b \cdot \mathbf{I}, 1, \cdots, 1)$ where each $\mathbf{I}$ is a $b$-by- $b$ identity matrix, we have that

$$
\left\|D_{G}^{-1 / 2}\left(A_{G}-B\right) D_{G}^{-1 / 2}\right\|_{*} \geq\left\langle D_{G}^{-1 / 2}\left(A_{G}-B\right) D_{G}^{-1 / 2}, \tilde{X}\right\rangle=\left\langle\left(A_{G}-B\right), D_{G}^{-1 / 2} \tilde{X} D_{G}^{-1 / 2}\right\rangle \geq \frac{c^{\prime \prime} n \sqrt{b}}{4 b},
$$

where in the last inequality we used the definition of the inner product and the fact that all the degrees are less than $b$.

Setting $\varepsilon_{0}=c^{\prime \prime} /(4 \sqrt{3000})$, and $b=\left(c^{\prime \prime}\right)^{2} /\left(16 \varepsilon^{2}\right)$ ensures that $b \geq 3000$ for all $\varepsilon \leq \varepsilon_{0}$. We also need to ensure that $n / b \geq 1$, which implies that $n \geq 16 \varepsilon^{2} /\left(c^{\prime \prime}\right)^{2}$. From the equation above and the value of $b$, we get that for all $\varepsilon \leq \varepsilon_{0}$,

$$
\left\|D_{G}^{-1 / 2}\left(A_{G}-B\right) D_{G}^{-1 / 2}\right\|_{*}=\left\|N_{G}-D_{G}^{-1 / 2} B D_{G}^{-1 / 2}\right\|_{*} \geq n \varepsilon .
$$

Note that $\operatorname{nnz}(B)=\operatorname{nnz}\left(D_{G}^{-1 / 2} B D_{G}^{-1 / 2}\right)$, since $D_{G}$ is a diagonal matrix. Since $B$ was an arbitrary matrix with just sparsity constraint, we can represent any arbitrary matrix $M$ with the same sparsity as $B$, by $M=D_{G}^{-1 / 2} B D_{G}^{-1 / 2}$. Hence, by Proposition 3.4, we get that for any matrix $M$ with

$$
\mathrm{nnz}(M) \leq\left(\frac{c^{\prime}\left(c^{\prime \prime}\right)^{2}}{64 \log ^{2}\left(\frac{c^{\prime \prime} / 4}{\varepsilon}\right)}\right) \cdot \frac{n}{\varepsilon^{2}}, \quad\left\|N_{G}-M\right\|_{*} \geq n \varepsilon .
$$

## 4 Nuclear Sparsification Query Complexity Lower Bound

Next, we prove that our algorithm from Section 2 also achieves the optimal query complexity for nuclear approximation, up to logarithmic factors in $\varepsilon^{-1}$. Interestingly, our lower bounds apply in an even more general query model which supports edge queries in addition to neighbor queries.

Definition 4.1 (Generalized adjacency query model). We say we have generalized adjacency query access to a weighted graph $G=(V, E, w)$ if in addition to the access under the adjacency query model (Definition 1.4), there is an $O(1)$ time procedure, $\operatorname{GetEdge}(u, v)$ that when queried with any $u, v \in V$ returns True if $\{u, v\} \in E$ and False otherwise.

To begin, we state a lemma that allows us to lower bound the nuclear norm of a block-diagonal matrix in terms of the nuclear norm of its blocks.
Lemma 4.2. Let $A \in \mathbb{R}^{2 n \times 2 n}$ be of the form $\left(\begin{array}{cc}B & C \\ D & E\end{array}\right)$, for $B, C, D, E \in \mathbb{R}^{n \times n}$. Then, $\|A\|_{*} \geq\|B\|_{*}$.
Proof. By the dual characterization of the nuclear norm, there exists a matrix $X \in \mathbb{R}^{n \times n}$ with $\|X\|_{2}=1$ such that $\langle B, X\rangle=\|B\|_{*}$. Consider $\|\tilde{X}\|_{2}=\left(\begin{array}{cc}X & 0 \\ 0 & 0\end{array}\right) \in \mathbb{R}^{2 n \times 2 n}$. Then, $\|\tilde{X}\|_{2}=1$, and $\|A\|_{*} \geq\langle A, \widetilde{X}\rangle=\langle B, X\rangle=\|B\|_{*}$.

Next, we show that the difference matrix between an Erdos-Renyi matrix and its complement is unsparsifiable in the nuclear norm.

Lemma 4.3. Let $G=(V, E)$ be an Erdős-Rényi $G(n, 1 / 2)$ graph. Let $G^{\prime}=\left(V, E^{\prime}\right)$ denote the complement of $G$. Then, for $n \geq 4 \cdot 10^{6}$, with probability $5 / 8$,

$$
\left\|\left(A_{G}-A_{G^{\prime}}\right)-B^{\prime}\right\|_{*} \geq n^{1.5} / 1000
$$

for any $B^{\prime}$ with $\mathrm{nnz}\left(B^{\prime}\right) \leq n^{2} /\left(16 \cdot 10^{6} \log ^{2}(n)\right)$.
Proof. Let $Z \in \mathbb{R}^{n \times n}$ be defined as $Z \stackrel{\text { def }}{=} 1-I$ where 1 denotes the all-ones matrix. Then,

$$
\left\|A_{G}-A_{G^{\prime}}\right\|_{*}=\left\|A_{G}-\left(Z-A_{G}\right)\right\|_{*}=\left\|2 A_{G}-Z\right\|_{*} .
$$

Consider any $B^{\prime}$ with $n n z\left(B^{\prime}\right) \leq n^{2} /\left(16 \cdot 10^{6} \log ^{2}(n)\right)$. Then by Theorem 3.3 , with probability $5 / 8$, $\left\|2 A_{G}-B^{\prime}\right\|_{*} \geq n^{1.5} / 500$. Thus, for $n \geq 4 \cdot 10^{6}$, by triangle inequality we have that

$$
\left\|\left(2 A_{G}-Z\right)-B^{\prime}\right\|_{*} \geq\left\|2 A_{G}-B^{\prime}\right\|_{*}-\|Z\|_{*} \geq n^{1.5} / 500-2(n-1) \geq(1 / 1000) \cdot n^{1.5} .
$$

Next, we show that any algorithm that makes $o\left(n^{2} / \log ^{2}(n)\right)$ queries to the generalized adjacency query model (Definition 4.1) is unable to distinguish between a random Erdős-Rényi graph and the graph which is the complement restricted to the edges which were not queried.
Lemma 4.4. There exists an $\varepsilon_{0} \in(0,1)$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and any $n_{0} \geq \varepsilon^{-2}$, there exists a distribution $q$ over graphs on $n \geq n_{0}$ nodes such that the following holds. Let a be any algorithm such that on any n-node unweighted graph $G=(V, E)$, a makes $Q_{a}(G)$ queries to the generalized adjacency query model (Definition 4.1) such that $\left|Q_{a}(G)\right| \leq n \varepsilon^{-2} /\left(256 \cdot 10^{6} \log ^{2}(n)\right)$ and outputs some $X_{a}(G) \in \mathbb{R}^{n \times n}$. Then

$$
\sum_{S \in \mathcal{S}} \mathbb{P}\left\{\left\|X_{a}(G)-N_{G}\right\|_{*}>n \varepsilon \mid Q_{a}(G)=S\right\} \mathbb{P}\left\{Q_{a}(G)=S\right\} \geq 17 / 32
$$

where $\mathcal{S}=\left\{E^{\prime} \subset E:\left|E^{\prime}\right| \leq \frac{162}{(256000 \varepsilon)^{2}} \cdot \frac{1}{\left(512 \cdot 10^{6} \log ^{2}\left(\varepsilon^{-1.9 \sqrt{2} / 256000)}\right.\right.}\right\}$.
Proof. For $\varepsilon_{0}$ sufficiently small, we can set $b$ such that $b \stackrel{\text { def }}{=}(9 \sqrt{2} /(256000 \varepsilon))^{2} \geq 3000$. Now, set $k=\left\lceil n_{0} / 2 b\right\rceil$. Note that for $n_{0} \geq \varepsilon^{-2}$, we have $k \geq n_{0}(256000 \varepsilon)^{2} / 162 \geq 300$.

Constructing $q$ : Note that $n \stackrel{\text { def }}{=} 2 k b \geq n_{0}$. We will construct the distribution $q$ over graphs on $n$ nodes as follows. Let $V=\bigsqcup_{r \in[k]} V^{r, 1} \sqcup V^{r, 2}$, where $\left|V^{r, 1}\right|=\left|V^{r, 2}\right|=b$ for each $r \in[k]$. We use $v_{j}^{r, 1}$ and $v_{j}^{r, 2}$ to denote the $j$-th vertex in $V^{r, 1}$ and $V^{r, 2}$, respectively.
For each $i \neq j \in[b]$ and $r \in[k]$, we draw $X_{i, j, r} \sim \operatorname{Ber}(1 / 2)$. If $X_{i, j, r}=1$, we add the edges $\left\{v_{i}^{r, 1}, v_{j}^{r, 1}\right\},\left\{v_{i}^{r, 2}, v_{j}^{r, 2}\right\}$ to $E$. Meanwhile, if $X_{i, j, r}=0$, we add the edges $\left\{v_{i}^{r, 1}, v_{j}^{r, 2}\right\},\left\{v_{i}^{r, 2}, v_{j}^{r, 1}\right\}$ to $E$. Each $G=(V, E) \sim q$ now has $n$ vertices and is $d \stackrel{\text { def }}{=}(b-1)$-regular. Consequently, the degree oracle in the adjacency query model (Definition 4.1) does not provide any information for graphs drawn from $q$.

Constructing the complement with respect to $Q_{a}(G)$ : With each realization $G \sim q$, we shall associate two graphs $G^{\prime}=\left(V, E^{\prime}\right)$ and $\bar{G}=(V, \bar{E})$ defined as follows. For each $r \in[k]$,

- If $X_{i, j, r}=1$, we add the edge $\left\{v_{i}^{r, 1}, v_{j}^{r, 2}\right\},\left\{v_{i}^{r, 2}, v_{j}^{r, 1}\right\}$ to $E^{\prime}$, and if $X_{i, j, r}=0$, we add the edge $\left\{v_{i}^{r, 1}, v_{j}^{r, 1}\right\},\left\{v_{i}^{r, 2}, v_{j}^{r, 2}\right\}$ to $E^{\prime}$.
- Construct $\bar{E}$ by modifying edges in $E^{\prime}$ as follows. Initialize $\bar{E}=E^{\prime}$. Now, if any of $\left\{v_{i}^{r, 1}, v_{j}^{r, 2}\right\}$ or $\left\{v_{i}^{r, 2}, v_{j}^{r, 1}\right\}$ are in $Q_{a}(G)$, then delete any edges of the form $\left\{v_{i}^{r, 1}, v_{j}^{r, 1}\right\}\left\{v_{i}^{r, 2}, v_{j}^{r, 2}\right\}$ and replace them with $\left\{v_{i}^{r, 1}, v_{j}^{r, 2}\right\}$ and $\left\{v_{i}^{r, 2}, v_{j}^{r, 1}\right\}$; likewise if any edges of $\left\{v_{i}^{r, 1}, v_{j}^{r, 1}\right\}$ or $\left\{v_{i}^{r, 2}, v_{j}^{r, 2}\right\}$ are in $Q_{a}(G)$, delete any edges $\left\{v_{i}^{r, 1}, v_{j}^{r, 2}\right\}$ and $\left\{v_{i}^{r, 2}, v_{j}^{r, 1}\right\}$ and replace them with $\left\{v_{i}^{r, 1}, v_{j}^{r, 1}\right\}$ and $\left\{v_{i}^{r, 2}, v_{j}^{r, 2}\right\}$.
In other words, within each component of $b$ nodes in $G, G^{\prime}$ is the complement of $G$. Meanwhile, within each component of $b$ nodes in $G, \bar{G}$ is the complement of $G$ on all edges except those revealed by the queries in $Q_{a}(G)$ (while on the edges revealed by the queries, $\bar{G}$ matches $G$ ). Each $\bar{G} \in \operatorname{supp}(q)$ where supp denote the support of the distribution, corresponds to a unique $G \in \operatorname{supp}(q)$, and $q$ assigns equal mass to $G$ and $\bar{G}$. Moreover, $\bar{G}$ is also $d$-regular.

In the remainder of the proof, for $S \subset V$, we use $G[S]$ to denote the vertex-induced subgraph of $G$ corresponding to $S$.

Indistinguishably between $G$ and $\bar{G}$ : Observe that $A_{G\left[V^{r, 1]}\right.} \sim G(b, 1 / 2)$ for each $r \in[k]$. Let $\mathcal{T}_{c^{\prime \prime}, c^{\prime}}$ denote the set of all graphs $H$ on $n_{H}$ nodes such that

$$
\left\|A_{H}-B^{\prime}\right\|_{*} \geq c^{\prime \prime} n_{H}^{1.5}, \text { for all } B^{\prime} \text { with } \mathrm{nnz}\left(B^{\prime}\right) \leq c^{\prime} n_{H}^{2} / \log ^{2}\left(n_{H}\right),
$$

Proposition 3.3 ensures that if $H$ is an Erdős-Rényi $G(n, 1 / 2)$ graph, then $H \in \mathcal{T}_{1 / 500,1 /\left(16 \cdot 10^{6}\right)}$ with probability at least $5 / 8$. Moreover, Lemma 4.2 ensures that if $G\left[V^{r, 1}\right] \in \mathcal{T}_{1 / 500,1 /\left(16 \cdot 10^{6}\right)}$ for some $r \in[k]$, then $G\left[V^{r, 1} \cup V^{r, 2}\right] \in \mathcal{T}_{1 / 500,1 /\left(64 \cdot 10^{6}\right)}$ as well (using the fact that $\left|V^{r, 1} \cup V^{r, 2}\right|^{2}=4\left|V^{r, 1}\right|^{2}$.) Let $\mathcal{H} \stackrel{\text { def }}{=}\left\{G \in \operatorname{supp}(q): G\left[V^{r, 1} \cup V^{r, 2}\right] \in \mathcal{T}_{1 / 500,1 /\left(64 \cdot 10^{6}\right)}\right.$ for more than $9 k / 16$ values of $\left.r \in[k]\right\}$. By the independence of the $k$ components in $G$ and Chernoff bound, we have that whenever $k \geq 300$, $\mathbb{P}_{G=(V, E) \sim q}\{G \in \mathcal{H}\} \geq 1-\exp (-5 / 8 k \cdot 1 / 200) \geq 1-\exp (-5 k /(1600)) \geq 17 / 32$.
Consequently, at least a $17 / 32$ fraction of the graphs in $\operatorname{supp}(q)$ are also in $\mathcal{H}$. So, to prove the lemma, it suffices to show that for every $G \in \mathcal{H}, Q_{a}(G)=Q_{a}(\bar{G})$ and

$$
\begin{equation*}
\max \left\{\left\|N_{\bar{G}}-X_{a}(G)\right\|_{*},\left\|N_{G}-X_{a}(G)\right\|_{*}\right\} \geq \frac{1}{2}\left\|N_{\bar{G}}-N_{G}\right\|_{*} \geq n \varepsilon \tag{3}
\end{equation*}
$$

So, assume $G \in \mathcal{H}$, and without loss of generality, assume that $G\left[V^{r, 1} \cup V^{r, 2}\right] \in \mathcal{T}_{1 / 500,1 /\left(64 \cdot 10^{6}\right)}$ for all $r \in[[9 / 16 \cdot k\rceil] . Q_{a}(G)=Q_{a}(\bar{G})$ by construction, so it remains to prove (3). The $r$-th block of $N_{G}-N_{\bar{G}}$ has the following form for $r \in[[9 / 16 \cdot k\rceil]$ :

$$
N_{G\left[V^{r, 1} \cup V^{r, 2}\right]}-N_{\bar{G}\left[V^{r, 1} \cup V^{r, 2}\right]}=\frac{1}{b-1}\left(\left(A_{G\left[V^{r, 1} \cup V^{r, 2}\right]}-A_{G^{\prime}\left[V^{r, 1} \cup V^{r, 2]}\right]}\right)-P_{r}\right),
$$

where $P_{r} \stackrel{\text { def }}{=}\left(A_{\bar{G}\left[V^{r, 1} \cup V^{r, 2]}\right.}-A_{G^{\prime}\left[V^{r, 1} \cup V^{r, 2}\right]}\right)$ is the edge perturbation matrix in the $r$-th block corresponding to the queries in $Q_{a}(G)$. Now, Lemma 4.3 guarantees that for $r \in[\lceil 9 / 16 \cdot k\rceil]$,

$$
\left(A_{G\left[V^{r, 1} \cup V^{r, 2}\right]}-A_{G^{\prime}\left[V^{r, 1} \cup V^{r, 2]}\right]}\right) \in \mathcal{T}_{1 / 1000,1 /\left(64 \cdot 10^{6}\right)}
$$

Let $P$ be the block diagonal matrix containing $P_{r}$ in the $r$-th block. Since $Q_{a}(G)$ contains at most $n b \cdot 1 /\left(256 \cdot \log ^{2}(b)\right)$ queries,

$$
\mathrm{nnz}(P) \leq 4 \cdot\left|Q_{a}(G)\right| \leq n b \cdot 1 /\left(64 \cdot 10^{6} \cdot \log ^{2}(b)\right)
$$

This is because each edge in $Q_{a}(G)$ corresponds to two edge changes (one edge deleted from and one edge added) to $\bar{G}$ relative to $G^{\prime}$ and correspondingly, corresponds to four entries modified in the adjacency matrix of $\bar{G}$ relative to $G^{\prime}$. Consequently, by Proposition 3.4 and Lemma 4.2, it follows that

$$
\left\|A_{G\left[\bigcup_{r \in[9 k / 167]} V^{r, 1} \cup V^{r, 2}\right]}-A_{G^{\prime}\left[\bigcup_{r \in[\lceil 9 k / 16]]} V^{r, 1} \cup V^{r, 2}\right]}-P^{\prime}\right\|_{*} \geq \frac{1}{1000} \cdot 9 / 16 \cdot n \cdot \sqrt{b} \cdot \frac{1}{4} .
$$

Since each $G\left[V^{r, 1} \cup V^{r, 2}\right]$ forms its own connected component and each $G\left[V^{r, 1}\right.$ is drawn from $G(b, 1 / 2)$, the maximum degree in $G^{\prime}$ and $\bar{G}$ is at most $2 b$. Thus,

$$
\left\|N_{G}-N_{\bar{G}}\right\|_{*} \geq \frac{1}{1000} \cdot \frac{1}{4 \sqrt{2}} \cdot \frac{9}{16} \cdot \frac{n}{\sqrt{b}}=\frac{9 \sqrt{2}}{128000} \frac{n}{\sqrt{b}} \geq 2 n \varepsilon .
$$

Finally, we can prove our lower bound on the query complexity for nuclear sparsification using Yao's min-max principle.

Theorem 1.12 (Query Lower Bound). For any $\varepsilon \leq \varepsilon_{0}$, where $\varepsilon_{0} \in(0,1)$ is a fixed constant, any algorithm working in the adjacency query model (Definition 1.4) requires $\Omega\left(n \varepsilon^{-2} \log ^{-2}\left(\varepsilon^{-1}\right)\right.$ ) GetNeighbor queries to return an $\varepsilon$-additive nuclear sparsifier with probability 3/4.

Proof. Let $\mathcal{A}$ be any set of algorithms such that for any $a \in \mathcal{A}$ and $n$ node unweighted graph $G=(V, E)$ on $n$ nodes, a makes $Q_{a}(G)$ queries to the generalized adjacency query model such that $\left|Q_{a}(G)\right|=n \varepsilon^{-2} /\left(64 \cdot 10^{6} \log ^{2}(n)\right)$ and outputs $X_{a}(G) \in \mathbb{R}^{n \times n}$. Let $c(a, G=(V, E)) \stackrel{\text { def }}{=}$ $\mathbb{1}\left\{\left\|X_{a}(G)-N_{E}\right\|_{*}>n \varepsilon\right\}$ (where $\mathbb{1}\{\cdot\}$ denotes the indicator function). Let $\mathcal{G}$ denote the set of all $n$ node undirected unweighted graphs. By Yao's minmax principle, we have that for any distribution $p$ over $\mathcal{A}$ and distribution $q$ over $\mathcal{G}$,

$$
\begin{align*}
\max _{G \in \mathcal{G}} \mathbb{P}_{a \sim p}\left\{\left\|X_{a}(G)-N_{G}\right\|_{*}>n \varepsilon\right\} & =\max _{G \in \mathcal{G}} \underset{a \sim p}{\mathbb{E}}[c(a, G)] \geq \min _{a \in \mathcal{A}} \underset{G \sim q}{\mathbb{E}}[c(a, G)] \\
& =\min _{a \in \mathcal{A}} \mathbb{P}_{G=(V, E) \sim q}\left\{\left\|X_{a}(G)-N_{G}\right\|_{*}>n \varepsilon\right\} \tag{4}
\end{align*}
$$

As any randomized algorithm can be formulated as a distribution over deterministic algorithms, to prove the lemma it suffices to lower bound (4) for a particular choice of $q$. In the remainder of the proof, for conciseness, we may drop the subscripts on the probabilities where it is clear from context.

Now, let $\mathcal{S}=\left\{S \subset V \times V:|S|<\left|Q_{a}(G)\right|\right\}$. For any $a \in \mathcal{A}$,

$$
\mathbb{P}\left\{\left\|X_{a}(G)-N_{G}\right\|_{*}>n \varepsilon\right\}=\sum_{S \in \mathcal{S}} \mathbb{P}\left\{\left\|X_{a}(G)-N_{G}\right\|_{*}>n \varepsilon \mid Q_{a}(G)=S\right\} \mathbb{P}\left\{Q_{a}(G)=S\right\},
$$

where the probabilities are taken with respect to the random choice of $G=(V, E) \sim q$. Consequently, to prove the lemma, it suffices to show that there exists a distribution $q$ such that for any $S \in \mathcal{S}$ and any $a \in A$, the following hold

$$
\sum_{S \in \mathcal{S}} \mathbb{P}\left\{\left\|X_{a}(G)-N_{G}\right\|_{*}>n \varepsilon \mid Q_{a}(G)=S\right\} \mathbb{P}\left\{Q_{a}(G)=S\right\} \geq 17 / 32 \cdot 1 / 2 \geq 1 / 4
$$

Lemma 4.4 guarantees this distribution $q$, concluding the proof.

## 5 Separation from Additive Spectral Sparsifiers

In this section, we discuss the query lower bounds for any deterministic algorithm that produces $\varepsilon$-additive spectral sparsifiers. The result shows that a separation between nuclear sparsifiers and additive spectral sparsifiers, explaining one of the reasons that this paper consider nuclear sparsifiers for spectral density estimation.

Concretely, here we prove an $\Omega\left(n^{2}\right)$ lower bound on the number of queries to the generalized adjacency query model for required by any deterministic $\varepsilon$ additive spectral norm approximation algorithm on undirected graphs.

(a) If any of the four depicted edges are queried, then we add all four edges to $E$, and $E$ will not contain any other edges between these eight vertices.

(b) If any of the four depicted edges are queried, then we add all four edges to $E$, and $E$ will not contain any other edges between these eight vertices.

Figure 1: Illustration of construction of $E$ in the proof of Theorem 5.1.
Theorem 5.1. Let $X$ be the output of any deterministic algorithm which, given an input graph on nodes, makes at most $\frac{n^{2}}{128}$ queries to the generalized adjacency query model (Definition 4.1). Then, for any $m \geq 1$ and $n \geq 4 m$, there exists an undirected graph $G=(V, E)$ on nodes along with a vector $v \in \mathbb{R}^{V}$, such that $\left|v^{\top} \bar{L}_{G} v-X\right|>\frac{1}{8} v^{\top} v$.

Proof. Set $V=V_{1} \sqcup V_{2} \sqcup V_{3} \sqcup V_{4}$ where $\left|V_{i}\right|=m$. We use $v_{i}^{r}$ to denote the $r$-th vertex in $V_{i}$.
Let $Q$ be the set of edges queried by the algorithm. Let $E$ be constructed as follows. If any of $\left\{v_{1}^{k}, v_{2}^{j}\right\},\left\{v_{1}^{j}, v_{2}^{k}\right\},\left\{v_{3}^{k}, v_{4}^{j}\right\}$ or $\left\{v_{3}^{j}, v_{4}^{k}\right\} \in Q$ then we include $\left\{v_{1}^{k}, v_{2}^{j}\right\},\left\{v_{1}^{j}, v_{2}^{k}\right\},\left\{v_{3}^{k}, v_{4}^{j}\right\},\left\{v_{3}^{j}, v_{4}^{k}\right\} \in E$.
On the other hand, if any of $\left\{v_{1}^{k}, v_{3}^{j}\right\},\left\{v_{1}^{j}, v_{3}^{k}\right\},\left\{v_{2}^{k}, v_{4}^{j}\right\}$ or $\left\{v_{2}^{j}, v_{4}^{k}\right\} \in Q$, then we instead include $\left\{v_{1}^{k}, v_{3}^{j}\right\},\left\{v_{1}^{j}, v_{3}^{k}\right\},\left\{v_{2}^{k}, v_{4}^{j}\right\},\left\{v_{2}^{j}, v_{4}^{k}\right\} \in E$.
Let $E_{1}=\left\{\left\{v_{1}^{k}, v_{2}^{j}\right\},\left\{v_{3}^{k}, v_{4}^{j}\right\}:\left\{v_{i}^{k}, v_{\ell}^{j}\right\} \notin E, i, \ell \in[4]\right\}$ and $E_{2}=\left\{\left\{v_{1}^{k}, v_{3}^{j}\right\},\left\{v_{2}^{k}, v_{4}^{j}\right\}:\left\{v_{i}^{k}, v_{\ell}^{j}\right\} \notin\right.$ $E, i, \ell \in[4]\}$. Let $G_{1}=\left(V, E_{1} \cup E\right)$ and $G_{2}=\left(V, E_{2} \cup E\right)$. Note that $G_{1}$ and $G_{2}$ are both $m$-regular graphs on $4 m$ nodes. For an illustration, see Figure 1. Let $\bar{L}_{1}=I-N_{G_{1}}$ be the normalized Laplacian of $G_{1}$ and $\bar{L}_{2}=I-N_{G_{2}}$ be the normalized Laplacian of $G_{2}$.
Take $v \in \mathbb{R}^{V}$ to be the vector which is 1 on $V_{1} \cup V_{2}$ and 0 on $V_{3} \cup V_{4}$. We have that for $i \in$ [2],

$$
v^{\top} \bar{L}_{i} v=\frac{1}{m}\left|\partial_{G_{i}}\left(V_{1} \cup V_{2}\right)\right|, \quad v^{\top} v=2 m,
$$

```
Algorithm 2: NuclearSparsify \((G, \varepsilon, n, T)\)
    Input: Graph \(G=(V=[n], E, w)\), under the one-step random walk query model
    (Definition 1.13), Accuracy \(\varepsilon\), Number of queries \(T \in \mathbb{Z}_{>0}\)
    Output: \(X\), a sparsifier of \(N_{G}\)
    Initialize \(X \leftarrow 0 \in \mathbb{R}^{n \times n}\)
    for \(t=1, \ldots, T\) do
        \((i, j, \operatorname{deg}(i), \operatorname{deg}(j)) \leftarrow\) RandomNeighbor
        \(X_{i, j} \leftarrow X_{i, j}+1 /(2 T) \cdot n \cdot \sqrt{\operatorname{deg}(i) / \operatorname{deg}(j)}\)
        \(X_{j, i} \leftarrow X_{j, i}+1 /(2 T) \cdot n \cdot \sqrt{\operatorname{deg}(i) / \operatorname{deg}(j)}\)
    Return: \(X\)
```

where $\partial_{G_{i}}(S) \stackrel{\text { def }}{=}\left\{\{u, v\} \in E_{i}: u \in S, v \notin S\right\}$. As each edge in $Q$ fixes at most four edges in $E$, we have

$$
\left|v^{\top} \bar{L}_{1} v-v^{\top} \bar{L}_{2} v\right| \geq \frac{1}{m}\left(m^{2}-4|Q|\right)=m-\frac{4|Q|}{m} \geq \frac{m}{2}=\frac{1}{4} v^{\top} v,
$$

whenever $4|Q| / m \leq m / 2$, i.e., $|Q| \leq m^{2} / 8=n^{2} / 128$. So, either $\left|v^{\top} \bar{L}_{1} v-X\right| \geq \frac{1}{8} v^{\top} v$ or $\left|v^{\top} \bar{L}_{2} v-X\right| \geq \frac{1}{8} v^{\top} v$.

Theorem 1.8. Any deterministic algorithm requires $\Omega\left(n^{2}\right)$ Adjacency Queries (Definition 1.4) to compute a $\frac{1}{4}$-additive spectral sparsifier (Definition 1.7), even for unweighted graphs.

Proof. Note that given $f: \mathbb{R}^{n} \mapsto \mathbb{R}$, an $\varepsilon$ additive spectral norm approximation to an undirected graph $G=(V, E)$, we can immediately compute a function $g: \mathbb{R}^{n} \mapsto \mathbb{R}$ defined by $g(x)=x^{\top} x-f(x)$ such that

$$
\left|g(x)-x^{\top} \bar{L}_{G} x\right|=\left|x^{\top} x-f(x)-x^{\top}\left(I-N_{G}\right) x\right|=\left|f(x)-x^{\top} N_{G} x\right| \leq \varepsilon\|x\|_{2}^{2}
$$

Note that given $f$, computing $g$ requires no additional queries to the unweighted graph access oracle. Consequently, the result follows by taking any $\varepsilon<1 / 8$ and applying Lemma 5.1. As the hard instance graph in Lemma 5.1 is unweighted, the theorem holds even for unweighted graphs.

## 6 Sparsification in the Random Walk Model

In this section, we show how our notion of nuclear sparsification (and indeed, $\varepsilon$-additive spectral sparsification) can also be achieved in the one-step random walk model (Definition 1.13, which is a more restrictive query model than the one considered by Braverman et al. [BKM22].

In Section 6.1 we present sparsification algorithms in this model. In Section 6.2 we present a lower bound that separates the query complexity achievable for spectral sparsification from what is achievable with nuclear sparsification.

### 6.1 Algorithms for sparsification in the random walk model

In this section, we present algorithms to build an $\varepsilon$-additive nuclear sparsifier and an $\varepsilon$-additive spectral sparsifier under the one-step random walk query model (Definition 1.13). In Theorem 1.14,
we show that by taking $T=O\left(n \varepsilon^{-2}\right)$ in Algorithm 2, with constant probability, we can obtain a nuclear sparsifier. In Theorem 1.15, we show that by taking $T=O\left(n \varepsilon^{-2} \log (n)\right)$ in Algorithm 3, we can obtain an $\varepsilon$-additive spectral sparsifier.

Theorem 1.14. There is an algorithm (Algorithm 2) that, for any $\varepsilon \in(0,1)$, returns with probability $2 / 3$ an $O\left(n \varepsilon^{-2}\right)$-sparse $\varepsilon$-additive nuclear sparsifier for any undirected weighted graph $G$ using just $O\left(n \varepsilon^{-2}\right)$ queries in the one-step random walk query model (Definition 1.13).

Proof. Let $i^{(t)} \sim \operatorname{Uniform}([n])$ and $j^{(t)}=j$ with probability proportional to $w_{i j}$ for each $j \in[n]$, independently for each $t \in[T]$. Let $A^{(t)} \in \mathbb{R}^{V \times V}$ be the matrix where

$$
A_{i^{(t)}, j^{(t)}}^{(t)}=n \cdot \sqrt{\operatorname{deg}\left(i^{(t)}\right) / \operatorname{deg}\left(j^{(t)}\right)}
$$

and all other entries are 0 . For all $i, j \in V$

$$
\mathbb{E}\left[A^{(t)}\right]_{i, j}=\left[\frac{1}{n} \cdot \frac{w_{i, j}}{\operatorname{deg}(i)}\right] \cdot[n \cdot \sqrt{\operatorname{deg}(i) / \operatorname{deg}(j)}]=\frac{w_{i, j}}{\sqrt{\operatorname{deg}(i) \cdot \operatorname{deg}(j)}}=N_{i, j}
$$

Consequently, as $N$ is symmetric, $\mathbb{E} \frac{1}{2}\left(A^{(t)}+A^{(t)^{\top}}\right)=N$ and $\mathbb{E} \frac{1}{2 T} \sum_{t \in[T]} A^{(t)}+A^{(t)^{\top}}=N$. Using the independence of $A^{(t)}$ for $t \in[T]$, and linearity of expectation, we get that

$$
\begin{aligned}
& \mathbb{E}\left\|\left(\frac{1}{2 T} \sum_{t \in[T]} A^{(t)}+A^{(t)^{\top}}\right)-N\right\|_{F}^{2} \\
&=\mathbb{E}\left\|\frac{1}{2 T}\left(\sum_{t \in[T]} A^{(t)}+A^{(t)^{\top}}-2 N\right)\right\|_{F}^{2} \\
&=\frac{1}{4 T^{2}} \mathbb{E} \operatorname{Tr}\left(\left(\sum_{t \in[T]} A^{(t)}+A^{(t)^{\top}}-2 N\right)^{\top}\left(\sum_{t \in[T]} A^{(t)}+A^{(t)^{\top}}-2 N\right)\right) \\
&=\frac{1}{4 T^{2}} \operatorname{Tr}\left(\sum_{t \in[T]} \mathbb{E}\left(\left(A^{(t)}+A^{(t)^{\top}}-2 N\right)^{\top}\left(A^{(t)}+A^{(t)^{\top}}-2 N\right)\right)\right) \\
&\left.=\frac{1}{4 T} \mathbb{E}\left(\left\|A^{(1)}+A^{(1)^{\top}}-2 N\right\|_{F}^{2}\right)=\frac{1}{T} \mathbb{E}\left(\| \frac{1}{2}\left(A^{(1)}+A^{(1)}\right)^{\top}\right)-N \|_{F}^{2}\right)
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\mathbb{E}\left(\left\|\frac{1}{2}\left(A^{(1)}+A^{(1)^{\top}}\right)-N\right\|_{F}^{2}\right) & \leq \mathbb{E}\left(\left\|\frac{1}{2}\left(A^{(1)}+A^{(1)^{\top}}\right)\right\|_{F}^{2}\right) \\
& \leq \sum_{i \in[n]} \sum_{j \in[n]} \frac{w_{i, j}}{n \operatorname{deg}(i)}[n \cdot \sqrt{\operatorname{deg}(i) / \operatorname{deg}(j)}]^{2}=n^{2}
\end{aligned}
$$

Note that $X$ in Algorithm 2 has the same distribution as $\frac{1}{2}\left(A^{(1)}+A^{(1)^{\top}}\right)$. By Markov's inequality for the second moment,

$$
\mathbb{P}\left\{\|X-N\|_{*} \geq n \varepsilon\right\} \leq \mathbb{P}\left\{\|X-N\|_{F} \geq \sqrt{n} \varepsilon\right\} \leq \frac{(1 / T) n^{2}}{n \varepsilon^{2}}
$$

Setting $T=3 n \varepsilon^{-2}$ suffices to succeed with probability $2 / 3$.

```
Algorithm 3: SpectralAdditiveSparsify \((G, \varepsilon, n, T)\)
    Input: Graph \(G=(V=[n], E, w)\), under the one-step random walk query model
                    (Definition 1.13), Accuracy \(\varepsilon\), Number of queries \(T \in \mathbb{Z}_{\geq 0}\)
    Output: \(X\), a sparsifier of \(N_{G}\)
    Initialize \(X \leftarrow 0 \in \mathbb{R}^{n \times n}\)
    for \(t=1, \ldots, T\) do
        \((i, j, \operatorname{deg}(i), \operatorname{deg}(j)) \leftarrow\) RandomNeighbor
        \(Z \leftarrow\) Bernoulli(1/2)
        if \(Z=1\) then
            \(X_{i, j} \leftarrow X_{i, j}+\frac{2 n}{\sqrt{\operatorname{deg}(i)} \sqrt{\operatorname{deg}(j)}}\left(\frac{1}{\operatorname{deg}(i)}+\frac{1}{\operatorname{deg}(j)}\right)^{-1}\)
        else
            \(X_{j, i} \leftarrow X_{j, i}+\frac{2 n}{\sqrt{\operatorname{deg}(i)} \sqrt{\operatorname{deg}(j)}}\left(\frac{1}{\operatorname{deg}(i)}+\frac{1}{\operatorname{deg}(j)}\right)^{-1}\)
    Return: \(X\)
```

By combining the sparsification procedure in Algorithm 2 with the Chebyshev moment-matching algorithm of Braverman et al. [BKM22], we obtain a $O\left(n \varepsilon^{-3}\right)$ algorithm for spectral density estimation in this one-step random walk query model (Definition 1.13).
In the following Theorem, we note that by using a result of Cohen et al. [Coh +17 ] we can also achieve the stronger notion of $\varepsilon$-additive spectral sparsification in the one-step random walk access model (Definition 1.13.)

Theorem 6.1 (Theorem 3.9 (Simplified), [Coh+17]). Let $A \in \mathbb{R}^{n \times n}$ be a symmetric matrix where no row or column is all zeros. Let $\varepsilon, p \in(0,1)$. Let $r=A 1$ where $\mathbf{1}$ is the all ones vector. Let $E_{i j}$ denote a matrix whose ( $i, j$ )-th entry is 1 and rest of the entries are zero, and $\mathcal{D}$ be a distribution over $\mathbb{R}^{n \times n}$ such that $X \sim \mathcal{D}$ takes value

$$
X=\left(\frac{A_{i j}}{p_{i j}}\right) E_{i j} \text { with probability } p_{i j}=\frac{A_{i j}}{2 n}\left[\frac{1}{r_{i}}+\frac{1}{r_{j}}\right], \forall A_{i j} \neq 0 .
$$

If $A_{1}, \ldots, A_{T}$ are sampled independently from $\mathcal{D}$ for $T \geq 128 \frac{2 n}{\varepsilon^{2}} \log \frac{2 n}{p}, R=\operatorname{Diag}(r)$ (where $\operatorname{Diag}(r)$ is a diagonal matrix with $\operatorname{Diag}(r)_{i i}=r_{i}$, for $\left.i \in[n]\right)$ then the average $\tilde{A} \xlongequal{\text { def }} \frac{1}{T} \sum_{t \in[T]} A_{t}$ satisfies

$$
\mathbb{P}\left\{\left\|R^{-1 / 2}(\tilde{A}-A) R^{-1 / 2}\right\|_{2} \geq \varepsilon\right\} \leq p .
$$

Using the above theorem, we show that with an additional $O(\log (n))$-factor in the number of queries, the Algorithm 3 we can obtain the stronger notion of $\varepsilon$-additive spectral sparsifier in the one-step random walk access model (Definition 1.13.)

Theorem 1.15. There is an algorithm (Algorithm 3) that, for any $\varepsilon \in(0,1)$, returns with probability $2 / 3$ an $O\left(n \varepsilon^{-2} \log n\right)$-sparse $\varepsilon$-additive spectral sparsifier for any undirected weighted graph $G$ using just $O\left(n \varepsilon^{-2} \log n\right)$ queries in the one-step random walk query model (Definition 1.13).

Proof. Let $i^{(t)} \sim \operatorname{Uniform}([n])$ and $j^{(t)}=j$ with probability $w_{i j}$ for each $j \in[n]$, independently for
each $t \in[T]$. Let $A^{(t)} \in \mathbb{R}^{V \times V}$ be the matrix where with probability $1 / 2$, either

$$
A_{i^{(t)}, j^{(t)}}^{(t)}=\frac{2 n}{\sqrt{\operatorname{deg}\left(i^{(t)}\right)} \sqrt{\operatorname{deg}\left(j^{(t)}\right)}}\left(\frac{1}{\operatorname{deg}\left(i^{(t)}\right)}+\frac{1}{\operatorname{deg}\left(j^{(t)}\right)}\right)^{-1}
$$

or

$$
A_{j^{(t)}, i^{(t)}}^{(t)}=\frac{2 n}{\sqrt{\operatorname{deg}\left(i^{(t)}\right)} \sqrt{\operatorname{deg}\left(j^{(t)}\right)}}\left(\frac{1}{\operatorname{deg}\left(i^{(t)}\right)}+\frac{1}{\operatorname{deg}\left(j^{(t)}\right)}\right)^{-1}
$$

All other entries are 0 . Note that then

$$
X_{i, j}=\frac{2 n}{\sqrt{\operatorname{deg}(i)} \sqrt{\operatorname{deg}(j)}}\left(\frac{1}{\operatorname{deg}(i)}+\frac{1}{\operatorname{deg}(j)}\right)^{-1}
$$

with probability $\frac{1}{2 n} \cdot\left(\frac{w_{i j}}{\operatorname{deg}(i)}+\frac{w_{i j}}{\operatorname{deg}(j)}\right)$. By Theorem 6.1, setting $A=N_{G}$, for $i \in[T]$ setting $A_{i}=A^{(t)}$, and $p=1 / 3$ in Theorem 6.1 and taking $T \geq 128 \frac{2 n}{\varepsilon^{2}} \log (2 n / p)$, the result follows.

### 6.2 Separation between spectral and nuclear sparsification

In this section, we show that there exists a constant $c$ such that any algorithm for constructing an $c$-additive spectral sparsifier for some must make at least $\Omega(n \log (n))$ queries to the one-step random walk graph query oracle. Our result relies on the following classical result on the sample complexity for the coupon collector problem.

Lemma 6.2 (Coupon Collector). Consider a collection of $n \geq 1$ different coupons from which coupons are being drawn independently, with equal probability, and with replacement. Let $T$ be a random variable which denotes the number of trials needed to see all the $n$ different coupons. Then, for $c>0$

$$
\mathbb{P}[T \leq n \log n-c n] \leq \exp (-c)
$$

In the following lemma, we obtain our lower bound for the query complexity for $\varepsilon$-additive spectral sparsification by reducing to the coupon collector problem.

Theorem 1.16. For a fixed constant $\varepsilon \in(0,1 / 8)$ any algorithm requires $\Omega(n \log n)$ one-step random walk model queries to output an $\varepsilon$-additive spectral sparsifier with probability $>c$.

Proof. For each $i \in[n]$, let $X_{i}$ be an independent Bernoulli random variable. We construct a family of bi-partite graphs on $2 n$ nodes $G_{X}=(V, E)$ based on $X_{1}, \ldots, X_{n}$. Let $V=A \sqcup B$ denote the vertices of $G_{X}$, such that $|A|=|B|=n$. Let $a_{1}, \ldots, a_{n}$ denote the vertices in $A$, and $b_{1}, \ldots, b_{n}$ denote the vertices in $B$. If $X_{i}=1$ we add $\left(a_{i}, b_{i}\right)$ to $E$.

Let $A$ denote the adjacency matrix of $G_{X}$. Let $\mathcal{I} \stackrel{\text { def }}{=}\left\{i:\left(a_{i}, b_{i}\right) \in E\right\}$. The RandomNeighbor query either returns a vertex $a_{i}$ or $b_{i}$ for $i \in[n] \backslash \mathcal{I}$, or an edge $\left(a_{i}, b_{i}\right)$ for $i \in \mathcal{I}$. If the RandomNeighbor query returns a vertex $a_{i}$ (or $b_{i}$ ) for $i \notin \mathcal{I}$, then the algorithm knows that $\left(a_{i}, b_{i}\right) \notin E$. Therefore the RandomNeighbor query corresponds to an sampling a pair $\left(a_{i}, b_{i}\right)$ for $i \in[n]$. The pair $\left(a_{i}, b_{i}\right)$ for $i \in[n]$ corresponds to coupons in the coupon collector problem.
Suppose there exists an algorithm that takes $T \leq n \log n-\log (1 / c) n$ RandomNeighbor queries and outputs a spectral sparsifier $\tilde{A}$ of $A$ such that $\|A-\widetilde{A}\|_{2} \leq \varepsilon$ with constant probability $c$. Then, we will show that we can solve the coupon collector problem in $T \leq n \log n-\log (1 / c) n$ queries with constant probability $c$, which leads to a contradiction.

This follows because we can determine all the edges in the graph $G_{X}$, and hence all the coupons $\left(a_{i}, b_{i}\right)$ for $i \in[n]$, from $\widetilde{A}$ by taking $x \in \mathbb{R}^{2 n}$ indexed by $a_{i}$ and $b_{i}$, for $i \in[n]$. We take $x$ to be the all 0 vector except at two coordinates where it is 1 , i.e., $x_{a_{i}}=x_{b_{i}}=1$, and $x_{k}=0$ for $k \neq a_{i}$ or $b_{i}$. We get that if $3 / 4 \leq x^{\top} \widetilde{A} x \leq 5 / 4$ then $\left(a_{i}, b_{i}\right) \in E$ and if $-1 / 4 \leq x^{\top} \widetilde{A} x \leq 2 / 4$, then $\left(a_{i}, b_{i}\right) \notin E$.

Therefore, any algorithm that takes $T \leq n \log n-\log (1 / c) n$ oracle queries, fails to produce a spectral sparsifier, with probability greater than $c$.

Note that for family of graphs $G_{X}$, since the degree of the graph is at most 1 , the $k$-step random walk query model is no more informative than a 1 -step random walk model. Therefore, this lower bound holds for the $k$-step query model as well.

## A Omitted Facts and Proofs

Fact A. 1 (Matrix Norms). For any symmetric matrix $A \in \mathbb{R}^{n \times n}$, we have

1. Norm Inequalities: $\|A\|_{\mathrm{F}} \leq\|A\|_{*} \leq \sqrt{n}\|A\|_{\mathrm{F}},\|A\|_{\mathrm{F}} \leq \sqrt{n}\|A\|_{2}$.
2. Dual Characterization of Nuclear Norm:

$$
\|A\|_{*}=\max _{X:\|X\|_{2} \leq 1}\langle A, X\rangle=\max _{X:\|X\|_{2}=1}\langle A, X\rangle .
$$

## A. 1 Small Nuclear Norm Error Implies Small Wasserstein Error

Fact 1.3. For symmetric matrices $A, B \in \mathbb{R}^{n \times n}$, if $\|A-B\|_{*} \leq n \varepsilon$, then $W_{1}(A, B) \leq \varepsilon .{ }^{9}$
Proof. Let $\lambda_{\text {min }}$ be the smallest eigenvalue among the eigenvalues of $A$ and $B$, so that $A-\lambda_{\min } I$ and $B-\lambda_{\min } I$ are both positive semidefinite, where $I$ denotes an $n \times n$ identity matrix. The singular values of $A-\lambda_{\min } I$ and $B-\lambda_{\min } I$ equal the eigenvalues of those matrices. So, we can directly apply Mirsky's singular value perturbation inequality [Mir60, Theorem 5] to conclude that:

$$
\begin{aligned}
\|A-B\|_{*}=\left\|A-\lambda_{\min } I-\left(B-\lambda_{\min } I\right)\right\|_{*} & \geq \sum_{i \in[n]}\left|\lambda_{i}\left(A-\lambda_{\min } I\right)-\lambda_{i}\left(B-\lambda_{\min } I\right)\right| \\
& =\sum_{i \in[n]}\left|\lambda_{i}(A)-\lambda_{i}(B)\right|=n W_{1}(A, B) .
\end{aligned}
$$

## A. 2 Additive Nuclear Sparsification from Additive Nuclear Approximation

Lemma A.2. Let $G=(V, E, w)$ be a weighted graph with adjacency matrix $A_{G} \in \mathbb{R}^{n \times n}$, degree matrix $D_{G}$, and normalized adjacency matrix $N_{G}$. Without loss of generality, assume that $V=$ $\{1, \ldots, n\}$ and the vertices are ordered so that $\operatorname{deg}(i) \geq \operatorname{deg}(j)$ for $i<j$. For $\varepsilon \in(0,1)$, let $A_{G^{\prime}} \in$ $\mathbb{R}^{n \times n}$ be any matrix such that $\left\|N_{G}-D_{G}^{-1 / 2} A_{G^{\prime}} D_{G}^{-1 / 2}\right\|_{F}^{2} \leq n \varepsilon^{2}$. As in the proof of Theorem 2.1, such a matrix can be constructed by Algorithm 1. Let $\mathbf{e} \in \mathbb{R}^{n-1}$ be a vector with $e_{i}=\operatorname{deg}(i)-\sum_{j=1}^{n-1}\left(A_{G^{\prime}}\right)_{i, j}$. For a matrix $M \in \mathbb{R}^{n \times n}$, let $M_{[1: j]}$ denotes the leading principal submatrix of order $j$. Let $G^{\prime \prime}$ be a graph with adjacency and degree matrix

$$
A_{G^{\prime \prime}}=\left(\begin{array}{cc}
\left(A_{G^{\prime}}\right)_{[1: n-1]} & \mathbf{e} \\
\mathbf{e}^{\top} & 0
\end{array}\right) \quad D_{G^{\prime \prime}}=\left(\begin{array}{cc}
\left(D_{G}\right)_{[1: n-1]} & \mathbf{0} \\
\mathbf{0}^{\top} & \|\mathbf{e}\|_{1}
\end{array}\right) .
$$

[^5]Then, $\left\|N_{G}-N_{G^{\prime \prime}}\right\|_{*} \leq 3 n \varepsilon$ whenever $\varepsilon^{-2} \leq n$.
Proof. As in the proof of Theorem 2.1, it suffices to show that $\left\|N_{G}-D_{G^{\prime \prime}}^{-1 / 2} A_{G^{\prime \prime}} D_{G^{\prime \prime}}^{-1 / 2}\right\|_{F}^{2} \leq$ $9 n \varepsilon^{2}$. Note that the Frobenius norm of the upper left $(n-1) \times(n-1)$ block of the matrix $N_{G}-D_{G^{\prime \prime}}^{-1 / 2} A_{G^{\prime \prime}} D_{G^{\prime \prime}}^{-1 / 2}$ is already bounded by $n \varepsilon^{2}$ by assumption. Consequently,

$$
\begin{align*}
\left\|N_{G}-D_{G^{\prime \prime}}^{-1 / 2} A_{G^{\prime \prime}} D_{G^{\prime \prime}}^{-1 / 2}\right\|_{F}^{2} & \leq n \varepsilon^{2}+2 \sum_{i=1}^{n-1}\left(\frac{w_{\{i, n\}}}{\sqrt{\operatorname{deg}(i)} \sqrt{\operatorname{deg}(n)}}-\frac{e_{i}}{\sqrt{\operatorname{deg}(i)} \sqrt{\|\mathbf{e}\|_{1}}}\right)^{2} \\
& \leq n \varepsilon^{2}+2 \sum_{i=1}^{n-1} \frac{w_{\{i, n\}}^{2}}{\operatorname{deg}(i) \operatorname{deg}(n)}+2 \sum_{i=1}^{n-1} \frac{e_{i}^{2}}{\operatorname{deg}(i)\|\mathbf{e}\|_{1}} \tag{5}
\end{align*}
$$

We can bound the first term in (5) by using the fact that $\operatorname{deg}(n) \leq \operatorname{deg}(i)$ :

$$
\sum_{i=1}^{n-1} \frac{w_{\{i, n\}}^{2}}{\operatorname{deg}(i) \operatorname{deg}(n)} \leq \frac{1}{\operatorname{deg}(n)^{2}} \sum_{i=1}^{n-1} w_{\{i, n\}}^{2} \leq \frac{1}{\operatorname{deg}(n)^{2}}\left(\sum_{i=1}^{n-1} w_{\{i, n\}}\right)^{2}=1
$$

We can bound the second term by observing that, since since $0 \leq e_{i} \leq \operatorname{deg}(i)$,

$$
\sum_{i=1}^{n-1} \frac{e_{i}^{2}}{\operatorname{deg}(i)\|\mathbf{e}\|_{1}} \leq \frac{1}{\|\mathbf{e}\|_{1}} \sum_{i=1}^{n-1} e_{i}=1
$$

Plugging into (5), we conclude that $\left\|N_{G}-D_{G^{\prime \prime}}^{-1 / 2} A_{G^{\prime \prime}} D_{G^{\prime \prime}}^{-1 / 2}\right\|_{F}^{2} \leq n \varepsilon^{2}+4$, which is less than $9 n \varepsilon^{2}$ whenever $\varepsilon^{-2} \leq n$.
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[^0]:    ${ }^{1}$ The runtime of the method from [CKSV18] is independent of $n$; instead of outputting a list of $n$ eigenvalues, it returns a list of $O(1 / \varepsilon)$ distinct eigenvalue magnitudes and corresponding multiplicities.

[^1]:    ${ }^{2}$ Note that $M$ itself is not required to be the adjacency matrix of a graph and our algorithms will in general return matrices that are not. However, in all cases, we show that one can modify our algorithm to ensure that the output is indeed a normalized adjacency matrix. See Lemma A. 2 in Appendix A for details.
    ${ }^{3}$ When $A$ and $B$ are diagonal with monotonically decreasing diagonal entries then $\|A-B\|_{*}=n \cdot W_{1}(A, B)$. In this sense, nuclear approximation is a natural strengthening of approximation in the Wasserstein-1 distance.

[^2]:    ${ }^{4}$ Formally, Lee [Lee13] considers a slightly stronger guarantee that he calls "probilistic spectral sparsification." Their guarantee implies our Definition 1.7 for unweighted graphs.
    ${ }^{5}$ In both cases, the $O\left(n \varepsilon^{-2} \log n\right)$ sparsity can be improved to $O\left(n \varepsilon^{-2}\right)$ at the cost of additional $\log (n)$ poly $(1 / \varepsilon)$ runtime factors using near-linear time $\varepsilon$-spectral sparsification methods [JRT23; LS18].

[^3]:    ${ }^{6}$ The method from Braverman et al. [BKM22] uses $\min \left(\varepsilon^{-1}, \varepsilon^{-2} \log ^{4}\left(\varepsilon^{-1}\right) / n\right)$ matrix-vector multiplications, which is $O\left(\varepsilon^{-1}\right)$ for sufficiently large $n$.
    ${ }^{7}$ Initial evidence (lower bounds in restricted models) suggests that it may not be impossible to improve the $\varepsilon$ dependence in Cohen-Steiner et al. [CKSV18] to sub-exponential while maintaining no dependence on $n$ [JMSS23].

[^4]:    ${ }^{8}$ By Lemma 3.1 in Braverman et al. [BKM22], $c \leq 36$, although it is likely that this upper bound is loose.

[^5]:    ${ }^{9}$ When $A$ and $B$ are diagonal with monotonically decreasing diagonal entries then $\|A-B\|_{*}=n \cdot W_{1}(A, B)$. In this sense, nuclear approximation is a natural strengthening of approximation in the Wasserstein- 1 distance.

